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Summary: 
 

Handbook of Multimethod Measurement in Psychology is the first integrative 

guide to theoretical, methodological, and applied aspects of multimethod 

measurement in psychological research. Although the multitrait-multimethod 

analysis and multimethod research strategies have become increasingly important in 

all areas of psychological research, comprehensible handbooks of multimethod 

measurement that integrate all phases of the data-gathering and assessment process 

have been missing. Handbook of Multimethod Measurement in Psychology fills this 

long-standing gap. Researchers and students of research who want to run a 

multimethod study or who want to understand a published study no longer must 

page through methodological journals trying to piece together an understanding of 

multimethod approaches. This volume provides a single, understandable resource 

for learning the meaning, advantages, and limitations of different methods. 

 

The volume brings together outstanding researchers from all areas of psychology. 

Contributors give detailed explanations about exactly what has to be considered 

when conducting a multimethod study, what the strength of the convergent validity 

and method-specificity in different areas of research is, and what methods should be 

selected for proving validity in specific research contexts. The volume discusses 

theoretical concepts, then lays out the most important measurement tools—

including, among many others, global self-assessment, informant assessment, 

observational methods, and nonreactive methods—followed by statistical models 

for analyzing multitrait-multimethod data. Contributors also explore applications of 

multimethod research in different areas of psychology as well as broader 

perspectives on the meaning and purpose of multimethod approaches. 

 

Destined to be a classic, Handbook of Multimethod Measurement in Psychology 

provides an indispensable resource for researchers and students in psychology 

seeking to enrich their work by using multimethod approaches. 
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C H A P T E R 1

INTRODUCTION: THE NEED
FOR MULTIMETHOD MEASUREMENT

IN PSYCHOLOGY

Michael Bid and Ed Diener

We must measure what can be measured, and make measurable what cannot be measured.

—Galileo Galilei (1610)

The history of empirical psychology is one of mak-

ing measurable what most laypeople think cannot

be measured—emotions, cognitions, motivations,

personality traits, and so forth. As in all other

empirical and natural sciences, the progress of psy-

chology is closely and inextricably linked to the

development of new and more refined methods for

measuring psychological concepts. New technical

developments (e.g., modern methods of brain imag-

ing or biochemical analyses) allow deeper insights

into psychological processes than ever expected at

the end of the 19th century when psychology began

establishing itself as an empirical science. Modern

computer technology enables traditional psycholog-

ical methods (e.g., ability testing, behavior observa-

tion, text analysis, and reaction time measures) to

come into full flower and makes it possible to real-

ize old dreams like measuring individuals in their

everyday lives far away from the anonymity and

artificiality of the psychological laboratory. Modern

communication tools like the Internet make it pos-

sible to conduct experiments around the world

across borders closed to researchers.

Besides the rapid progress that technological

revolutions cause throughout the sciences, each

science has its classical standard measures that with-

stand the tide of technological progress, almost

unchanged. Just as a medical doctor does not aban-

don listening to lung sounds with instruments that

have not fundamentally changed over the years, vir-

tually no psychologist discards the treasure chests of

self- and informant-reports, even though the way he

or she uses them also remains virtually unchanged.

And there are previously popular methods (e.g.,

unobtrusive and nonreactive measures), which must

be preserved and revived as valuable measurement

tools that offer insights not otherwise obtained.

Although each epoch has its own scientific para-

digms and methods that fit better than other meth-

ods, it would be unwise to stake scientific insight

on just one. A multimethod approach offers

insights into scientific phenomena and can con-

tribute to confirming psychological theories in a

way a single-method approach cannot (Schmitt, this

volume, chap. 2). There are at least two reasons

why psychology research and applied work make a

multimethod research necessary: the multicompo-

nential structure of psychological phenomena and

the validity of a research program.

MULTICOMPONENTIAL AND MULTILEVEL

STRUCTURE OF PSYCHOLOGICAL

PHENOMENA

Psychological phenomena usually consist of many

facets. Emotions, for example, refer not only to the

conscious representation of the feeling itself ("I am

happy") but also to many other changes in the indi-

vidual (Davidson, Goldsmith, & Scherer, 2003;

Kahneman, Diener, & Schwarz, 1999; Larsen &

Prizmic-Larsen, this volume, chap. 23). An individ-

ual feeling happiness might jump up, feel an inner

ease, and even embrace and kiss passersby. More-

over, muscle changes in the face might accompany

this feeling, the brain might produce endorphins,

and the individual may likely entertain positive
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thoughts. This simple example shows that a psy-

chological phenomenon has many facets. To under-

stand these emotional reactions it is necessary to

have various, appropriate research methods to ana-

lyze the diverse facets. A method that measures

muscle movements in the face is not appropriate to

assess endorphin levels in the brain. Moreover, a

method for determining the endorphin level is

probably not useful for assessing subjective feelings.

A thorough understanding of an emotional reaction

requires a set of appropriate multimethod tools to

measure the different facets of the phenomena.

Multilevel analyses are a related example of

multimethod research programs. Berntson and

Cacioppo (this volume, chap. 12) define multilevel

analyses as a subset of multimethod approaches

where the measures, constructs, and theories

extend across levels of organization—from the psy-

chological to the physiological to the cellular and

ultimately to the gene and beyond.1 To assess the

different levels, different methods are needed.

Hence, the first aim of using multimethod

approaches is the precise description of the multi-

component and multilevel phenomena that are the

focus of the behavioral sciences.

A second aim of multimethod research is provid-

ing information for detecting general associations

between different components and levels of a phe-

nomenon. For example, to analyze the reasons why

happy individuals might be healthier, research must

show a link between the feeling component and rel-

evant physiological measures that explain individ-

ual differences in health. Insight into these

processes can be obtained by multimethod research

programs. However, general relations between the

different components form only one side of the

coin. Beyond general associations individual differ-

ences must be considered because not all individu-

als behave in the same way. If an emotional reaction

were patterned in a uniform way, measuring one

component would suffice when predicting other

components. However, strong individual differences

often exist when exploring different components.

For example, while two individuals may feel pride

after receiving a compliment, one might jump for

joy, while the other quietly sits down. Analyzing

individual differences in the associations between

the components might reveal that the first person

grew up in a culture in which pride is a highly

appreciated emotion (e.g., the United States),

whereas the other was raised in a culture in which

pride is undesirable and should not be expressed,

for example in East Asian cultures (e.g., Eid &

Diener, 2001). Hence, combining multimethod

approaches for analyzing individual differences in

the covariation of different components of a multi-

component phenomenon may help us understand

individual and social regulation processes.

These simple examples show that a multimethod

research program is necessary for a thorough

description of multicomponent phenomena, as well

as for analyzing the different components of phe-

nomena to detect general and individual rules of

behavior. A classic example of multimethod

research strategies is Murray's (1938) famous

Explorations in Personality, where he used such

diverse methods as aptitude tests, projective tests,

questionnaires, interviews, and so forth to learn

more about the different components of the person-

ality of the participants of his study.

VALIDITY

Validity, one of the key issues of research, concerns

the question whether the inferences drawn from the

results of a study are true or not (Shadish, Cook, &

Campbell, 2002). In particular, with respect to

measurement methods, validity represents the

degree to which the adequacy and appropriateness

of inferences and actions based on the results of a

measurement device are supported by empirical evi-

dence and theoretical rationales (Messick, 1989).

Multimethod research plays a key role in the valida-

tion process. In their groundbreaking article, "Con-

vergent and discriminant validation by the

multitrait-multimethod matrix," Campbell and

'In this handbook the term multilevel analyses will also be used for statistical methods for analyzing nested data (e.g., students nested within
classes, measurement occasions nested within individuals, etc). There are strong differences between multilevel analyses as a research program for

measuring different determinants of behavior and multilevel analysis as statistical method. However, the appropriate meaning will be clearly deter-

mined by the context.
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Fiske (1959) described the cornerstones of a multi-

trait-multimethod research program regarding the

validation process. The basic promises of the multi-

trait-multimethod approach have strongly influ-

enced the process of exploring validity. First,

Campbell and Fiske pointed out that several meth-

ods are needed to appropriately analyze validity,

and these different methods should converge in the

measurement of the same trait. The convergence of

different independent methods indicates convergent

validity. Second, they convincingly argued that dis-

criminant validity must be shown before introducing

a new construct into science. Third, Campbell and

Fiske clarified that a score on a psychological vari-

able not only reflects the psychological construct

under consideration, but also reflects systematic

method-specific influences. Fourth, they demon-

strated the necessity of including at least two differ-

ent methods in psychological studies to separate

trait from method influences. Hence, for a complete

understanding of psychological processes it is nec-

essary to apply a multimethod research strategy.

Therefore, the multitrait-multimethod analysis has

become an essential strategy for proving the con-

struct validity of psychological measures.

Convergent validity is a core aspect of validity,

and validation research programs have been focused

for a long time on seeking high convergent validity

coefficients. Although high validity coefficients are

desirable many reasons explain why convergent

validity coefficients are often lower than hoped. For

example, if one compares physiological measures

with other measures one must contend with individ-

ual response-uniqueness (e.g., Berntson &

Cacioppo, 2004). Not all individuals react to stimu-

lus in the same way, and this response specificity

can lower convergence when measured with a corre-

lation coefficient. Moreover, if one wants to compare

a self-rating with a peer-rating, one often uncovers

medium-sized correlation coefficients. In comparing

self- and other-ratings one must recognize rater

biases (Hoyt, 2000). Raters may not only interpret

scale items differently but might also have opportu-

nities to observe different behavior, they might use

different indicators of behavior, and they might link

the indicators to the response scale in a different

way (Hoyt, 2000; Kenny, 1991). Moreover, leniency

or severity errors and halo effects can affect peer rat-

ings, and peer- as well as self-rating might also be

distorted by social desirability effects (Neyer, this

volume, chap. 4). All these forms of bias and distor-

tion can cause small convergent validity coefficients.

Therefore, Westen and Rosenthal (2003) recom-

mend quantifying construct validity by comparing

the observed patterns of correlations with the theo-

retically expected patterns of correlations. They con-

tend that if a good theoretical reason for expecting

lower correlations between multiple measures exists,

and this pattern of correlations can be empirically

confirmed, modest degrees of convergence can con-

firm construct validity.

High convergent validity is not always the goal

of research. Take, for example, a questionnaire

measuring different facets of marital satisfaction.

Spouses rate their own satisfaction and also their

perception of the satisfaction of their spouse. If the

aim of the test construction process was to develop

a questionnaire that detects deficiencies in

intraspouse perception and communication

processes, the items with the lowest convergences

might be the most interesting. In other words,

method influences are not inevitably unwanted ran-

dom disturbances (e.g., measurement error) but

they can indicate valid and valuable information. A

deeper understanding of method influences can

enlarge our knowledge of the construct under con-

sideration, and this knowledge, in turn, can help

explain method effects, correct for method effects,

and plan and conduct studies in which method

effects are minimized or—depending on the aim of

the study considered—maximized. Beyond the tra-

ditional search for maximum convergent validity, a

thorough analysis of method influences might tell a

more interesting story of the construct under con-

sideration. Hence, a multimethod study should

always have two facets: first, the proof of conver-

gent validity on the basis of theoretical expecta-

tions, and second, the analysis of the nature of

method-specific influences. Whereas multimethod

studies intend to meet the first goal, the second

goal is often not considered when planning the

study's design. A careful analysis of method effects

requires the inclusion of variables that may explain

method influences, and that might suppress
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method-specific effects to enhance convergent

validity. This makes a thorough knowledge of meas-

urement methods necessary for all researchers.

AIMS OF THIS HANDBOOK AND OVERVIEW

Because multimethod research and assessment

strategies are superior to monomethod approaches,

this handbook aims to provide the reader with the

necessary knowledge to plan and conduct multi-

method studies and to analyze multimethod data.

We present the most important measurement meth-

ods and show their applications (Part II). Further-

more, we present the most up-to-date methods for

analyzing multimethod data (Part III). Finally, sev-

eral chapters discuss applications of multimethod

research programs in different areas of psychology

(Part IV). These chapters show how multimethod

research programs can be successfully applied and

discuss problems related to the implementation of

multimethod strategies. Although these chapters

focus on single subdisciplines of psychology, they

also discuss issues relevant to other fields. Because

the ways multimethod strategies are implemented

differ between subdisciplines, we strongly recom-

mend consulting applications chapters in domains

different from those in which one is primarily inter-

ested. Examining methods in other subdisciplines

gives readers new ideas about how to improve their

own research and how to develop new and innova-

tive research programs.

Part I: Theoretical Concepts
The first part of the handbook introduces the

importance of multimethod assessment in psychol-

ogy, the philosophical and historical aspects of mul-

timethod research strategies, and the different

concepts of consistency and method specificity.

Part II: Assessment Methods
The second part presents the current state of the

art—the most important measurement methods in

modern psychology, which comprise traditional

methods like self-report as well as the most recent

developments in brain imaging and Web-based

methods. Not all methods applied in psychology

can be presented, and selections had to be made.

This selection was guided by the goal of presenting

methods at the basic level, which can be combined

to understand more complex assessment strategies.

For example, you will not find a chapter on inter-

viewing, as an interview situation combines many

more basic methods (e.g., self-report, observational

methods, informant assessment, and text-analysis of

the transcript of the interview). The handbook

focuses more on assessment methods than on

research methods in general. It follows the tradition

of Campbell and Fiske's (1959) multimethod

approach; therefore, we present methods that can

be used to measure human behavior, attitudes, and

feeling. We do not present research methods to test

theories without assessing humans (e.g., animal

studies and computer simulation techniques).

These methods may hold importance for multi-

method research in general, but they are less signifi-

cant for assessment purposes. We use the term

multimethod, in most cases, in the sense of applying

different methods for measuring human beings

although some chapters also refer to multimethod

research programs in the sense of applying different

research strategies (e.g., experimental vs. nonexper-

imental research).

Moreover, we focus on widely applied and estab-

lished methods, including more recent develop-

ments (like brain imaging). Some new methods

may have a high potential for psychological assess-

ment and measurement but are less established,

with a status more comparable to research methods.

Some of these methods include virtual environment

technology (Blascovich et al., 2002) and molecular

genetic analysis (e.g., Caspi et al., 2003) and are

not considered in this volume.

The handbook covers the most basic assessment

methods that are relevant for a thorough under-

standing of human behavior, attitudes, and feelings.

These include self-report (Lucas & Baird, this vol-

ume, chap. 3), informant assessment (Neyer, this

volume, chap. 4), ability tests (Lubinski, this vol-

ume, chap. 8), implicit methods (Robinson &

Neighbors, this volume, chap. 9), observational

methods (Bakeman & Gnisci, this volume, chap.

10), physiological and biochemical methods

(Berntson & Cacioppo, this volume, chap. 12),

functional neuroimaging (Zald & Curtis, this vol-
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ume, chap. 13), nonreactive methods (Fritsche &

Linneweber, this volume, chap. 14), and assessment

methods of experimental psychology (Erdfelder &

Musch, this volume, chap. 15).

The revolution taking place in the area of com-

puter technologies has also strongly influenced psy-

chological assessment methods and the

development of new assessment strategies like com-

puterized ambulatory assessment methods (Stone &

Litcher-Kelly this volume, chap. 5), Web-based

methods (Reips, this volume, chap. 6), computer-

ized testing (Drasgow & Chuah, this volume, chap.

7), and computerized forms of text analysis (Mehl,

this volume, chap. 11), which are also described.

Multimethod research is also necessary to ana-

lyze the generalizability of results across research

settings. Although experiments in the laboratory

remain indispensable in psychology, they have

severe limitations. The high guarantee of internal

validity possible in randomized laboratory experi-

ments does not guarantee external validity (Shadish

et al., 2002). The artificial uncorrelatedness of

independent variables in experimental studies

might not represent the naturally occurring covaria-

tion of these causal variables in real life (Brunswik,

1956). Processes that might explain behavior, atti-

tudes, and feelings in a laboratory might not

explain everyday behavior in the real world. The

analysis of the generalizability of results, which is

labeled external validity, requires a research plan

that comprises several research settings. Besides

experimental research contexts (Erdfelder &

Musch, this volume, chap. 15), psychological

research has concentrated on the development of

methodological research strategies that focus on

individual behavior in natural environments such as

experience sampling methods (Stone & Litcher-

Kelly, this volume, chap. 5) and nonreactive meth-

ods (Fritsche & Linneweber, this volume, chap.

14). Moreover, cross-sectional studies that focus on

analyzing interindividual differences need to be

complemented by longitudinal studies (Khoo, West,

Wu, & Kwok, this volume, chap. 21) to verify if the

results can be generalized to explaining intraindi-

vidual processes. An intelligent combination of lab-

oratory and field-assessment strategies, as well as of

cross-sectional and longitudinal approaches, estab-

lishes a much more powerful research design,

which permits an in-depth analysis of issues of

external validity; the pursuit of one single research

paradigm will not provide such results. Hence, this

handbook also focuses on different research strate-

gies and situations, particularly on research con-

texts outside the laboratory (e.g., experience

sampling and nonreactive methods).

Part III: Methods of Data Analysis

The implementation of multimethod research

strategies requires the knowledge of statistical

approaches that consider the characteristics of the

data inherent in multimethod strategies. These

models must contend with the fact that an observed

variable not only reflects the construct under con-

sideration but also method-specific influences. Con-

sequently, each measured value can be decomposed

into a component that reflects the construct and is

shared with other methods, as well as a component

not shared with other methods. This method-

specific component includes not only systematic

method-specific influences, but also unsystematic

measurement error. To separate true measurement

error from systematic method-specific influences,

appropriate methodological approaches are needed.

Only by separating unsystematic measurement error

from method-specific effects may one evaluate the

degree to which the unique part of a measure

reflects unsystematic measurement error versus sys-

tematic method-specific influences. Hence, data

analytic procedures can be classified into methods

that allow a separation of method-specific and

error-specific influences and those that do not.

Moreover, some data analytic approaches focus on

the multimethod analysis of one construct, whereas

other, more elaborated approaches, consider several

methods measuring several constructs. Only the lat-

ter approach allows a systematic analysis of the

generalizability of method effects across constructs

(e.g., whether the bias of a rater is the same for all

constructs being considered or whether a rater-bias

is construct-specific). Hence, data-analytic proce-

dures can be classified into approaches that allow

analyzing the generalizability of method effects

across traits and those that do not. Finally, data-

analytic approaches can be classified according to



Eid and Diener

the nature of the data being analyzed. Methodologi-

cal approaches developed for metrical variables are

usually not appropriate for categorical variables and

vice versa.

This handbook gives an overview of advanced

statistical approaches for analyzing multimethod

data. Models for categorical data include classical

approaches like Cohen's (Bakeman & Gnisci, this

volume, chap. 10; Nussbeck, this volume, chap. 17)

as well as more advanced methods like log-linear

models (Nussbeck, this volume, chap. 17) and

models of item response theory (Rost & Walter, this

volume, chap. 18). Modern methodological

approaches for metrical variables include multilevel

models (Hox & Maas, this volume, chap. 19) and

models of structural equation modeling (Eid, Lis-

chetzke, & Nussbeck, this volume, chap. 20).

Part IV: Applied Multimethod Research

The need for multimethod research is accepted in

most areas of psychological research. Results of

applied multimethod research in different areas of

psychology prove the importance of multimethod

research strategies. Moreover, successful applica-

tions of multimethod research strategies show how

multimethod research programs can be reasonably

implemented. However, in spite of the many appli-

cations of multimethod research programs, multi-

method strategies could be more widely

implemented and shortcomings of previously con-

ducted multimethod research should be sur-

mounted. The last goal of this handbook aims at

presenting the state of the art, the problems, and

the issues of multimethod research in different areas

of psychology: personality psychology (Roberts,

Harms, Smith, Wood, & Webb, this volume, chap.

22), emotion and motivation (Larsen & Prizmic-

Larsen, this volume, chap. 23), cognition (Ben-

jamin, this volume, chap. 24), developmental

psychology (Morris, Robinson, & Eisenberg, this

volume, chap. 25), social psychology (Smith &

Harris, this volume, chap. 26), clinical psychology

(Burns & Haynes, this volume, chap. 27), health

psychology (Knauper & Klein, this volume, chap.

28), organizational psychology (Miner & Hulin,

this volume, chap. 29), and educational psychology

(Marsh, Martin, & Hau, this volume, chap. 30).

We hope readers will learn from these applied

chapters how a successful multimethod research

program can be implemented in their own research.

Although multimethod research usually requires

more time and effort than research relying on single

methods, we believe that in the long run break-

throughs and firm findings will result from using

multiple methods and measures in systematic pro-

grams of research.

USE OF THIS HANDBOOK

For readers planning a new multimethod study we

recommend a three-step approach:

1. Go through the chapters of the first and second

part presenting the different multimethod strate-

gies and measurement methods. Decide for each

method if its inclusion in your research programs

would enhance the quality of your study and if it

could lead to new and innovative insights.

2. Read the application chapters in Part IV Examine

how other research groups have set multimethod

research programs into action. Get inspired by

the successful implementation of multimethod

strategies in different domains of psychology.

3. Consult the chapters in Part III (Methods of

Data Analysis) to decide which data-analytic

method fits the study you are planning. Select

the method before planning the study in detail

and particularly before collecting data. Think

about whether or not you need to change your

research plan to apply your chosen data-analytic

method. Adapt your research plan to allow an

optimal application of those methods chosen for

analyzing your data.

Sometimes readers will decide that the multimethod

research program cannot be realized without the

assistance of other research groups that have the

needed competence in applying one specific method.

In this case, we would strongly encourage readers to

establish multimethod research networks. We hope

this handbook will not only contribute to the devel-

opment of multimethod research and assessment

programs, but also to the establishment of new and

innovative multimethod networks of scientists.



C H A P T E R 2

CONCEPTUAL, THEORETICAL, AND
HISTORICAL FOUNDATIONS OF

MULTIMETHOD ASSESSMENT

Manfred Schmitt

BASIC CONCEPTS AND FUNDAMENTAL

PSYCHOLOGICAL PRINCIPLES

Lay and scientific epistemics have much in common

(Kruglanski, 1989a). Ordinary people and scientists

share a desire for knowledge, use similar methods

for acquiring knowledge, need knowledge for simi-

lar purposes, collect similar data, and use similar

criteria for judging the usefulness of data. Lay and

academic psychologists alike want to describe indi-

viduals and social situations in psychological terms.

Both construct theories for the explanation of

behavior and rules for its prediction. Both try to

maximize the accuracy and simplicity of theories

and predictive rules. Both compromise between

accuracy and simplicity because of the inverse rela-

tion of those two qualities. Both are more sensitive

to variability than to constancy. Both use the princi-

ple of replication to ascertain lawfulness and relia-

bility. All of these commonalities are fundamental

for understanding the psychological and conceptual

foundations of the multimethod approach.

This chapter explains how these epistemic

strategies of laypersons and scientists can be trans-

formed into research designs and methods of data

analysis. Simple everyday examples are used for

illustrating the most important concepts and princi-

ples on which all multimethod approaches rest. The

chapter begins with an introduction of these con-

cepts and principles. The second part of the chapter

provides a historical review of the most important

milestones of multimethod thinking. The last part

contains a discussion of some unresolved chal-

lenges, emerging issues, and directions in which

multimethod work must proceed.

Variability and Discrimination

Discrimination is a core ability of living beings and

adaptive for survival. Evolution has made our informa-

tion processing systems sensitive to differences and

changes to the point of our ability to contrast objects

actively At the same time, our sensory systems adapt

to, ignore, and actively inhibit invariant input. By

ignoring invariant input, we maximize our capacity for

more informative input (Lindsay & Norman, 1972).

Attending to variation and ignoring invariance

are pervasive phenomena in lay personality assess-

ment and self-concept formation. Social comparison

is crucial for the acquisition of knowledge about

ourselves and about others (Festinger, 1954).

Observing individual differences makes us aware of

potentially relevant information for social interac-

tion. The lexical approach assumes that human lan-

guage has created names for personality differences,

which allow for the prediction of behavior and thus

provide the basis for effective social interaction

(John, Angleitner, & Ostendorf, 1988).

Measurement in scientific psychology follows the

same basic logic. Measurement is about discrimina-

tion, and discrimination is a basis of knowledge. Sci-

entific psychology strives for precise and

parsimonious discrimination. Parsimony is desirable

because it eases scientific communication and the
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application of knowledge. Precision is a sine qua non

criterion of scientific quality. Without precise meas-

urement instruments, scientific psychology loses a

crucial tool for the advancement of knowledge.

Absolute Stability and Absolute

Consistency

Social comparisons are not the only sources of psy-

chological knowledge. Temporal comparisons can

also provide important information about self and

others (Albert, 1977). Consider this example: Sup-

pose I had asked my neighbor many times to water

my plants while I was out of town. If my neighbor

had always agreed to help, it seems reasonable to pre-

dict on the basis of his absolutely stable behavior that

he will continue to water my plants in the future.

Comparisons across situations can provide

psychological insight as well. My neighbor's help-

fulness might depend on whether 1 was out of town

for a short conference or a long sabbatical. It might

matter whether or not my dog stayed in the house

while I was gone. It might matter whether or not I

offered to return my neighbor's favor. If my neigh-

bor watered my plants irrespective of these varia-

tions, he displays absolute transsituational

consistency. I might conclude from such a pattern

that he will water my plants in any situation.

Making comparisons across types of behavior can

also provide information. I might learn more about

my neighbor if I asked him not only to water my

plants, but also to check my mail, to mow my lawn,

to put my garbage out, or to walk my dog. If my

neighbor complies with all these requests, I might

conclude from his absolute consistency across types

of behavior that he will do me any kind of favor.

Modes of behavior can also be compared. Assuming

that helping is intrinsically rewarding (Weiss,

Buchanan, Altstatt, & Lombardo, 1971), I might assess

my neighbor's emotions in addition to his behavior. I

could explore whether he feels good or bad while

watering my plants. Assuming that helping originates

from normative beliefs (Schwartz, 1977), I could

inquire into whether my neighbor considers helping a

moral mandate. If my neighbor waters my plants, feels

good when doing so, and agrees that helping is a

moral obligation, he displays absolute transmodal con-

sistency (i.e., behavior, emotion, cognition).

Last and most important, I could compare

results obtained with different assessment methods.

To assess my neighbor's plant watering, 1 could ask

him if he watered my plants; I could pretend to be

out of town but in truth watch secretly whether he

waters my plants; I could check after returning

whether the soil of my plants is wet; and I could ask

my neighbor's wife about her husband's behavior. If

every method yields the same result, I might infer

from this absolute consistency across methods that I

could obtain the same result with any method.

Note that at this point the comparisons intro-

duced so far require a common standard. Conclud-

ing absolute consistency from comparing behavior

across individuals, time, situations, modes, and

other dimensions is meaningful only when using

the same metric for all observations. Comparability

becomes possible in our example if the result of

each observation were projected on a binary scale,

discriminating help versus no help. Comparing

observations of helpfulness is not as easy to achieve

if we want to discriminate degrees of helpfulness.

Although this issue of scaling cannot be elaborated

in this chapter, it is important to remember that the

concepts of variability and consistency are mean-

ingful only when using a well-defined standard of

comparison (Stevens, 1946).

Each facet of comparison introduced so far (i.e.,

individuals, occasions, situations, types of behavior,

modes of behavior, methods) can be considered

dimensions of a data matrix. Comparing objects on

a single dimension creates a vector. Crossing dimen-

sions creates a matrix. Three dimensions make a

box. There is no theoretical limit on the number of

facets (e.g., each of the facets introduced so far

could be crossed with an attribute facet). Persons

have attributes and so do situations and stimuli. In

line with Cattell (1966) and Ozer (1986), I will use

the data box concept in a figurative sense and not

limit its meaning to a three-dimensional matrix.

Covariation and Relative Consistency

Absolute stability and absolute consistency imply

predictability. However, absolute consistency cannot

satisfy our need for causal knowledge—a need that

ordinary people and scientists share (Kelley, 1973).

Knowing that my neighbor is absolutely stable and

10
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consistent does not tell me why this is the case. I

could conceive many causes. Perhaps my neighbor

has a strong helping norm (Schwartz, 1977), a

strong sense of social responsibility (Berkowitz &

Daniels, 1964), a strong need for approval (Crowne

& Marlowe, 1964), or an excessive need for consis-

tency (Lecky, 1945). He might also water my plants

because he wants to stay away from his overbearing

wife. Invariant behavior cannot teach me which

explanation is correct or how much each factor

contributes to my neighbor's behavior.

Insights into causality require variation. Without

variation, the laws that generate data cannot be iden-

tified. Variation on one dimension is insufficient for

causal analyses (Kenny, 1979). If my neighbor

helped more in some situations than in others, I

could not possibly explain his inconsistency unless I

had identified at least one other dimension on which

the situations also differ beside the amount of help I

received. Using value theory (Tolman, 1932), I

might speculate that gains and losses cause variation

across situations. Helping takes more effort and pro-

vides less rewards in some situations than in others.

I might conduct a cost-benefit analysis and compute

a net outcome for each situation. I could then

explore whether this net outcome covaries with

helping, which is often the case (Piliavin, Dovidio,

Gaertner, & Clark, 1981).

Such a covariation indicates relative consistency.

This means that my neighbor's behavior although

not absolutely consistent, did not differ in an arbi-

trary fashion between situations. Rather, the varia-

tion was systematic and lawful. It was relatively

consistent because more help was provided when

the net value of helping was high than when the

net value of helping was low.

Relative consistency is a general concept. Its

specific meaning depends on which facets of the

data box are combined in search of lawfulness

(Ozer, 1986). Relative consistency can occur across

time (= relative stability), situations, types of behav-

ior, modes of behavior, methods, and across other

dimensions. Relative consistency across methods,

often called convergence, is crucial in the context of

this handbook. Convergence among methods is an

essential criterion for their quality (Brunswik, 1934;

Campbell & Fiske, 1959). Ideally, different methods

for measuring the same property of objects will be

perfectly consistent. In this case, the methods meas-

ure the same property—whatever it is. Given their

equivalence, the method used holds little signifi-

cance. More important, each measure could be

trusted, especially if methods were heterogeneous

(Houts, Cook, & Shadish, 1986). If my neighbor

said that he had watered my plants and if I could

feel that the soil of my plants was wet, I would feel

confident that both methods are trustworthy.

Intraindividual and Interindividual
Consistency
In the neighbor example, relative consistency refers

to systematic behavioral consistencies or differences

within a single person. This type of relative intrain-

dividual consistency has been termed coherence or

congruence. The substantive examples to follow

illustrate its significance. Most psychologists

assume that behavior depends on the subjective

interpretation of the situation in which behavior

occurs. Empirical support for this idea was pro-

vided by Magnusson and Ekehammar (1978) and

Krahe (1986) who determined the intraindividual

congruence between situation perception and reac-

tions. Searching for lawfulness as intraindividual

coherence is appropriate whenever it is impossible

or meaningless to include several individuals in the

same study. In clinical psychology, it is sometimes

impossible to compare clients because of their

unique symptoms (Blampied, 2000). Luborsky

(1953) defined lawfulness of change due to inter-

vention in such cases as relative intraindividual sta-

bility in symptoms across time. As a third example,

scholars have distinguished between general traits

and individual traits (Allport, 1937). General traits

are useful for describing everybody whereas indi-

vidual traits are restricted in usefulness to a specific

individual. When identifying individual traits one

must rely on coherence analyses (Cattell, Cattell, &

Rhymer, 1947).

Although single case studies are indispensable,

the more typical approach to the discovery of law-

fulness relies on comparing individuals. Ozer

(1986) defines relative interindividual consistency

as the degree of covariation of at least two dimen-

sions on which individuals differ. Returning to the

11
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neighbor example, I could assess the helpfulness of

several neighbors at two different times or in two

situations. I could also compare two types of behav-

ior or two modes of behavior. Last but not least, I

could measure helpfulness with two methods. The

data I obtain from these studies enables me to

determine the amount of relative interindividual

consistency across time, situations, types, modes,

and methods.

Replication, Lawfulness, and Reliability
Absolute consistency is displayed when repeated

observations yield identical results on a single

dimension of comparison. Several methods could be

used for measuring one mode of one type of help-

fulness of one individual in one situation at one

point in time. One obtains absolute consistency if

all methods yield identical results. As was explained

earlier, all methods must use the same metric. Oth-

erwise results cannot be compared.

Relative consistency occurs when repeated

observations yield corresponding results, with cor-

respondence meaning, for instance, that the differ-

ence between two individuals on two dimensions of

comparison is equal. Several methods could be used

for measuring one mode of one type of helpfulness

of several individuals in one situation at one point

in time. In such a design, helpfulness could be

compared on the dimension of individuals (Neigh-

bors A, B, and C) and on the dimension of methods

(Methods 1, 2, and 3). There is perfect relative con-

sistency in this example when the differences

between the helpfulness scores of A, B, and C are

identical for all three methods. Again, this defini-

tion of consistency holds meaning only if all of the

methods use the same metric or if the different met-

rics are transformed into a common metric (e.g., via

^-standardization).

Absolute and relative consistency imply lawful-

ness and reliability. Both lay judgment and scienti-

fic analysis define reliability as replicability

(Willoughby 1935). If a result can be replicated, we

conclude that it was generated by a lawful process

and that the method we used for obtaining the

result was reliable. A single observation is insuffi-

cient to determine whether a result was generated

by a systematic or a random process. Furthermore,

it is impossible to know on the basis of a single

observation whether or not the assessment method

was reliable.

In the neighbor example, perfect relative consis-

tency suggests that the behavioral differences

between Neighbors A, B, and C are lawful and that

the methods that revealed these differences are reli-

able. The consistent differences between the neigh-

bors might result from differences in their altruistic

personality. If this interpretation is correct, the

methods then reliably assess altruistic personality.

However, the interpretation may be wrong. Possibly,

the neighbors do not differ in altruistic personality,

but rather, in their need for praise. If this is true,

the methods measure need for approval rather than

altruistic personality.

Multidetermination
Both interpretations hold validity to some extent.

Individuals differ in altruistic personality (Bierhoff,

Klein, & Kramp, 1991) and in their need for

approval (Crowne & Marlowe, 1964). Because

helping is a social norm, it is likely that individual

differences in helping reflect individual differences

in both personality characteristics. Furthermore,

altruistic personality and need for approval may not

be the only determinants of helping (Montada &

Bierhoff, 1990). Most psychological phenomena

studied in the history of psychology were found to

be multidetermined. Helping is not an exception to

this rule.

The multidetermination of human behavior has

extremely important implications for research

designs in general (Shadish, Cook, & Campbell,

2002) and for multimethod assessment in particular

(Wiggins, 1973). This is true because the explana-

tions of behavior and its measurement are two sides

of the same coin. Our example again serves to illus-

trate this important fact. Consider the three meth-

ods for assessing help previously suggested: I could

obtain self-reports from my neighbors (Method 1), I

could observe their behavior secretly (Method 2),

and 1 could interview their wives (Method 3). The

result of each method will be multidetermined. To

keep things simple, consider two causes for each

method. Individual differences in helping behavior

according to Method 1 might be caused by individ-

12
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ual differences in altruistic personality and by indi-

vidual differences in need for approval. Individual

differences obtained with Method 2 might be

caused by individual differences in altruistic per-

sonality and by my sympathy for the neighbors.

Liking versus disliking may create a perceptual bias,

leading me to overestimate or underestimate the

help. Individual differences obtained with Method 3

might be caused by individual differences in altruis-

tic personality and by individual differences in mar-

ital satisfaction. In a happy relationship, a

neighbor's spouse might overestimate her husband's

help, whereas in an unhappy relationship, she

might underestimate that help.

Several important conclusions can be drawn

from this analysis: First, a method usually measures

more than one cause or factor. Second, the results

obtained with different methods will converge to

the extent that they share causes or factors. In our

example, the common factor was altruistic person-

ality. In addition to this common factor, each

method measured a unique or specific factor. The

unique factors of Methods 1, 2, and 3 were needed

for approval, sympathy, and marital satisfaction,

respectively. Third, the extent of convergence

among different methods depends on the relative

weight of their common and unique factors. If

altruistic personality has strong effects on behavior

in comparison to need for approval, sympathy, and

marital satisfaction, consistency across methods is

increased. By contrast, if the specific factors had large

effects on behavior compared to altruistic personality,

convergence among the methods is decreased.

Fourth, the example shows choice of methods as a

matter of theory. The more we know about the

causes of behavior, the better can we measure

behavior and the more likely we can develop meth-

ods that measure predominantly what we want to

measure. Regarding our example, if we wanted to

measure altruistic personality, we would select, on

the basis of theory, methods that were affected as

much as possible by altruistic personality and as lit-

tle as possible by diagnostically irrelevant factors.

Construct Validity

A measure is construct-valid to the extent that it

measures the attribute (construct, factor) it is sup-

posed to measure (Cronbach & Meehl, 1955). Con-

struct validity implies reliability but reliability does

not guarantee construct validity (Thurstone, 1937).

Reliability means that a measure reflects a system-

atic factor, whereas construct validity means that it

reflects the systematic factor we want to assess.

Construct validity is thus directly related to multi-

determination. If several causes affect the results

obtained with a method, the method measures each

cause but none with perfect validity. The methods

in our example were not perfectly valid measures of

altruistic personality because individual differences

depended on other causes as well. As a conse-

quence of multidetermination, methods have several

validities (e.g., achievement tests measure ability

with a certain validity but also achievement motiva-

tion with a certain validity). If the test was made for

measuring ability, its (primary) validity as an ability

measure should be much higher than its (second-

ary) validity as an achievement motivation measure.

Depending on the measurement purpose, the

same factor can either be diagnostically relevant or

irrelevant. In our helping example, the approval

motive is diagnostically irrelevant and reduces the

construct validity of self-reported help as a measure

of helpfulness. By contrast, the approval motive is

diagnostically relevant if we want to use self-

reported help as a social desirability measure. In

this case, helpfulness becomes diagnostically irrele-

vant and reduces the construct validity of our social

desirability measure. Assuming that helpfulness is a

stronger factor of self-reported help than is the

approval motive, the example shows that the pri-

mary validity of a method is sometimes lower than

its secondary validity.

Diagnostically irrelevant factors of assessment

methods can be method-specific (nonshared) or

common (shared). Although both types of factors

reduce the construct validity of an assessment

method, they have different implications for con-

vergence. Whereas method-specific factors reduce

convergence among methods, common method fac-

tors increase convergence (Hoyt, 2000). Consider

our helpfulness example. If I asked my neighbor

and his wife whether my plants had been watered,

both answers will probably measure true helpful-

ness. In addition, however, both answers might
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reflect social desirability as a second common fac-

tor. My neighbor might exaggerate his help as a

result of his approval motive as well as his wife. She

may hope that my approval and gratefulness will be

directed not only to her husband but also to her.

Both factors, helpfulness and social desirability, are

common factors here and contribute to conver-

gence. However, social desirability as a diagnosti-

cally irrelevant common factor reduces the

construct validity of both measures. The example

demonstrates that convergence among methods is

an insufficient criterion of construct validity

(Campbell & Fiske, 1959). Convergence across

methods reflects their construct validity only if they

are heterogeneous in the sense that they only share

the diagnostically relevant factor (Houts et al,

1986). Denning heterogeneity in practice is a chal-

lenge, however, because separating the diagnosti-

cally relevant sources of variance from the

irrelevant sources requires what we seek: valid

measures. This explains why choice of method is a

matter of theory (Fiske, 1987b).

Generalizability and Specificity
Although the implications of multidetermination

were discussed with regard to methods, they apply

to all facets of a data box. The degree of relative

consistency across time, situations, and other facets

always depends on the relative weights of common

and unique factors. Again, this has important con-

sequences for psychological measurement (e.g., if

helping in different situations depends only on

altruistic personality, individual differences in help-

ing remain nonspecific across situations). Every

single act is then a perfect measure of altruistic per-

sonality. In contrast, if helping was caused by differ-

ent specific factors in different situations with

altruistic personality being the only common source

of individual differences, the generalizability of indi-

vidual differences across situations is then limited.

Accordingly, the construct validity of each act as a

measure of altruistic personality is also limited.

The reasoning also applies when differences on

facets other than the person facet are of interest

(Shadish et al., 2002; Wittmann, 1988). In general

psychology, we want to discriminate among situa-

tions and replicate situation differences across other

facets. In educational psychology and intervention

research, we want to discriminate among time

points and obtain consistent changes across other

facets. Sometimes we are even interested in general-

ized differences between methods. We might want

to know, for instance, whether better grades are

given in oral versus written exams or whether

grades differ systematically among teachers.

Although method differences of this kind are unde-

sirable in many research contexts because they limit

the comparability of results, exploring systematic

differences between methods can be important for

making them comparable (Hoyt, 2000).

Aggregation
The consistency of differences and thus the reliabil-

ity and validity of assessment methods can be

increased by aggregation (Epstein, 1986; Steyer &

Schmitt, 1990). The principle of aggregation is an

integral part of lay epistemics and used intuitively

in many life domains for neutralizing sources of

inconsistency that are deemed irrelevant. Aggrega-

tion is used in sports, education, professional evalu-

ation, and democratic elections of political leaders.

The logic of aggregation follows directly from mul-

tidetermination. If different behaviors are caused

partly by a common factor and partly by unique

factors, each behavior is a poor measure of the

common factor. Averaging behaviors reduces the

impact of the unique factors, whereas the impact of

the common factor remains the same. The average

behavior therefore reflects the common factor more

than it reflects any of the unique factors. As a con-

sequence, the average behavior measures the com-

mon factor better than it measures the unique

factors. This principle is an integral part of Classical

Test Theory and the reason why the reliability of

tests depends on their length (Brown, 1910; Lord &

Novick, 1968; Spearman, 1910).

Choosing appropriate facets of aggregation is a

matter of substantive interest. In personality

research, we hope to measure individual differences.

We want to discriminate on the person facet,

whereas differences on other facets are of less sub-

stantive interest. Consequently, aggregation across

time, situations, types, modes, and methods is

appropriate (Epstein, 1986). In general psychology,
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we want to identify generalized differences between

situations. Differences on other facets are irrelevant.

Accordingly, aggregation across individuals and

other facets is appropriate. The same rationale

applies to all other facets of the data box including

the methods facet.

Note, however, that the irrelevant facets across

which aggregation occurs must not be correlated

(confounded) with the facet on which we want to

discriminate. Consider the person and the situation

facet of our helpfulness example. If we observe

neighbor A only in situations where help is easy

and neighbor B only in situations where help is

effortful, we would overestimate As helpfulness and

underestimate B's. Just like confounded factors in

experimental and quasi-experimental designs dam-

age their internal validity, confounding diagnosti-

cally relevant facets with irrelevant facets damages

the construct validity of measures (Messick, 1989;

Shadishetal.,2002).

Interaction, Method Bias, and the
Bandwidth-Fidelity-Dilemma
Inappropriate aggregation cannot only damage the

construct validity of a measure but also disguise sys-

tematic patterns in the data and lead to misleading

substantive conclusions. Aggregation can be inap-

propriate and can potentially disguise important

information whenever facets of the data box interact

(i.e., when differences between objects on one

dimension differ systematically on another dimen-

sion). Consider differences in grades on three facets,

the person (student) facet and two method facets:

the teacher facet and the type of exam facet (oral

versus written). Assume that every student received

a better grade from Teacher A in an oral exam than

in a written exam, whereas Teacher B gave a better

grade to every student in a written exam than in an

oral exam. Assume further that grades differed con-

sistently among students across all four methods.

Figure 2.1 schematically depicts the entire data pat-

tern. Aggregation across students is appropriate

because grade differences are perfectly generalized

across the other two facets. However, aggregation

across the two method facets masks two sources of

method bias. Aggregation across teachers suggests

that exam type does not matter. Aggregation across

exam types suggests that teachers make no differ-

ence. Although these conclusions are technically

correct on the level of grade averages, they preclude

a deeper understanding of the methods by ignoring

an interaction between the teacher and exam type

facets. Aggregation thus results in a loss of informa-

tion that might be of theoretical interest and great

practical importance for avoiding method bias.

Method bias occurs in this example when only writ-

ten or only oral exams are administered and if some

of the students are tested by Teacher A, whereas the

rest are tested by Teacher B. For a comprehensive

treatise of the method bias issue, see Hoyt (2000).
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FIGURE 2.1. Lack of generalizability of individual differences in grades across the teacher and type of
exam facet.
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Lack of relative consistency always results from

interactions among two or more facets of the data

box. However, in the research world interactions are

rarely as clear cut as our example. Usually, interac-

tions are less systematic and smaller in size. There-

fore, it is often difficult to measure the importance

of an interaction. Ignoring an interaction increases

parsimony but decreases precision. Taking interac-

tions into account increases precision and decreases

parsimony. This conflict between parsimony and

precision remains a general dilemma in lay epis-

temics, the sciences, and technology (Gigerenzer &

Selten, 2001). Shannon and Weaver (1949) called it

the bandwidth-fidelity-dilemma. Cronbach (1960)

and Wiggins (1973) discussed its implications for

psychological assessment and prediction. Several

rules have suggested how to deal with this

dilemma. One of these rules states that as long as

differences between objects on one dimension vary

only in size but not in sign across another dimen-

sion (ordinal interaction), aggregation is appropri-

ate. According to this rule, aggregation is

inappropriate whenever the sign of differences on

one facet changes across another facet—as was the

case in our example (disordinal interaction). How-

ever, this is only a rule of thumb. Whether or not

aggregation is appropriate must be carefully consid-

ered and depends on research goals and practical

purposes. In basic research, precision often presides

over parsimony, whereas the opposite is true in

applied contexts (Schmitt & Borkenau, 1992).

Intelligence and achievement serve as typical exam-

ples. In applied contexts, a general IQ score or a

grade point average may be sufficient for discrimi-

nating individuals (e.g., job applicants). In basic

research, it is more useful to break down intelli-

gence and achievement into specific components.

Traits and States
The interaction of the person and the time facet is

of utmost relevance in human development and

personality. Theories of human development

explain normative change and differential change

(Baltes, Reese, & Lipsitt, 1980). Normative devel-

opment is defined as age differences that generalize

across individuals. The time facet and the person

facet do not interact. By contrast, differential

change reflects interindividual differences in

intraindividual change and thus an interaction of

the time and the person facets. As a consequence,

later individual differences cannot be well pre-

dicted, if at all, from earlier individual differences

(Bloom, 1964).

Trait models neglect person x time interactions

by assuming that individual differences remain rela-

tively constant across age (Carr & Kingsbury,

1938). Although longitudinal studies have sup-

ported this notion in the domain of personality

(Costa & McCrae, 1980), ability (Deary, Whalley,

Lemmon, Crawford, & Starr, 2000), and attitude

(Alwin, Cohen, & Newcomb, 1991), person x time

interactions are relevant for two related reasons.

First, traits are not the only meaningful attrib-

utes for describing the personalities of individuals.

Unstable personality differences, called states, are

no less important than traits for understanding and

predicting behavior (Nesselroade & Bartch, 1977;

Steyer, Ferring, & Schmitt, 1992). The state-trait

distinction is common in lay personality theory and

represented in language (Chaplin, John, & Gold-

berg, 1988). It dates back to, at least, Cicero

(Eysenck, 1983).

Secondly, and more directly related to the focus

of this handbook, person X time interactions are

important because assessment methods differ in

their sensitivity to intraindividual change. Conse-

quently, person X time x method interactions can be

expected. Some assessment methods measure stable

individual differences whereas others measure, in

the same psychological domain, individual differ-

ences that change with time. Small changes in

instructions may be sufficient for generating a per-

son x time x method interaction. Asking individuals

how they feel at the moment will more likely meas-

ure an emotion state than an emotion trait, whereas

asking individuals how they feel in general will more

likely measure an emotion trait than an emotion

state (Fid, Notz, Steyer, & Schwenkmezger, 1993).

These findings again demonstrate the crucial

role of theory in the construction of methods. If

intraindividual changes in a psychological phenom-

enon like emotion can be expected on the basis of

theory, methods for assessing this phenomenon

must be sensitive to intraindividual change. Using a
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measure for enduring individual differences instead

results in an underestimation of change. Exploring

person x time x method interactions is therefore

crucial for both the advancement of theory and the

improvement of methods,

Method
Thus far, I have not denned the crucial concept of

this book—the concept of method. What is a psy-

chological assessment method? It is a set containing

a variety of instruments and procedures that

uncover psychological attributes of objects and

transform these attributes into symbols that can be

processed. "Psychological attribute," "object,"

"symbol," and "processing" are themselves sets that

contain a variety of elements. Typical attributes are

personality attributes, typical objects are individu-

als, typical symbols are numbers, and computing a

mean is a typical way of processing symbols. This

book gives an overview of the large variety of

assessment methods constructed in the history of

scientific psychology.

Good assessment methods are objective, reliable,

and valid (Anastasi, 1988; Cronbach, 1960; Wig-

gins, 1973). Objectivity means that results do not

depend on who administered or scored the instru-

ment. Reliability means that results can be repli-

cated under the same conditions. Validity means

that the method measures what it is supposed to

measure. Regarding each criteria, the quality of an

assessment method can be defined as a special type

of consistency or convergence. Objectivity can be

defined as the amount of convergence across

researchers or practitioners who use the method.

Reliability can be defined as the amount of conver-

gence across repeated applications of the method

for the same objects under the same conditions.

Construct validity can be denned as the amount of

convergence of the measured (manifest) attribute

with the true (latent) attribute or construct

(Shadish et al., 2002). Because constructs are hypo-

thetical and cannot be observed directly, they must

be substituted either by another measure or some

criterion (Cronbach & Meehl, 1955). Although

broader and more complex definitions of construct

validity have been offered and although multifold

procedures for establishing construct validity have

been proposed (Messick, 1989), all conceptualiza-

tions of construct validity eventually result in the

notion of convergence between the measured attrib-

ute and the "true" attribute as it appears in theoreti-

cal statements about the phenomenon to be

described and explained.

Convergent and Discriminant Validity
Given the lack of knowledge about the "true" attrib-

utes of objects, convergence across different methods

for the same attribute is often the best alternative.

This type of validity has been called convergent valid-

ity (Campbell & Fiske, 1959). Demonstrating con-

vergent validity is not sufficient, however, because

convergence alone does not yet guarantee that the

methods measure what they should measure. It only

shows that the methods measure the same factors.

As previously outlined, some or even all of the com-

mon factors two methods share may be diagnosti-

cally irrelevant. Therefore, additional validation

strategies and validity criteria are important (Cron-

bach & Meehl, 1955; Messick, 1989). In the present

context, discriminant validity is a criterion of special

interest (Campbell & Fiske, 1959). If a method pre-

dominantly measures what it should, it will not con-

verge with measures for attributes unrelated to the

attribute of interest, whereas highly consistent indi-

vidual differences across several intelligence tests

indicate convergent validity, equally consistent indi-

vidual differences between an intelligence test and a

creativity test indicate a lack of discriminant validity

for either one or both tests.

The above example shows that demonstrating dis-

criminant validity is more difficult than demonstrat-

ing convergent validity. This is true because the

divergence of two methods indicates their validity

only to the extent that the attributes they measure are

truly unrelated (e.g., we can expect divergence

between an intelligence test and a creativity test only

to the extent that intelligence and creativity are unre-

lated). Yet how can we know the true relation with-

out valid measures? This problem again points to the

importance of theory. If a theory states that intelligent

individuals are also more creative (Lubart, 2003),

some convergence of intelligence tests and creativity

tests must occur and total divergence may raise con-

cerns about the validity of either one or both tests.
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Semantic and Formal Commonalities

Among the Concepts
Relative consistency, relative stability, generalizabil-

ity, reliability, convergence, and convergent validity

are closely related concepts, introduced separately

because they have been used in the literature for

denoting different substantive applications and

interpretations of the same general principle—the

principle of covariation. The concepts of specificity,

interaction, divergence, and discriminant validity

are also closely related to each other and commonly

denote a lack of covariation.

The relation among the concepts of consistency

and specificity becomes evident from the use of

these concepts in statistical analyses of the data box.

All concepts can be and have been defined mathe-

matically, and these definitions are either identical

or closely related. Most mathematical definitions of

consistency and specificity stem from two well-

known statistical coefficients: the coefficient of vari-

ance and the coefficient of covariance. This is true

for the Pearson correlation coefficient, the multiple

correlation coefficient, coefficients of determination,

intraclass correlation coefficients, as well as for

other coefficients of relative consistency and con-

vergence proposed in generalizability theory (Cron-

bach, Gleser, Nanda, & Rajaratnam, 1972) and

multivariate reliability theory (Wittmann, 1988).

The general linear model is another mathematical

construct that unifies on a formal level many of the

substantive principles discussed in this section. The

general linear model makes the principle of multide-

termination concrete in the language of algebra. It

serves as a common formal denominator of many

statistical procedures developed for the analysis of

consistency and specificity (e.g., analysis of variance,

factor analysis, and the more recent and more

sophisticated methods of modeling covariance struc-

tures among facets of the data box (Eid, 2000;

Joreskog, 1969; Kenny & Kashy, 1992; Kenny &

Zautra, 2001; Marsh, 1989; Steyer et al., 1992,

Steyer, Schmitt, & Eid, 1999; Widaman, 1985). Sev-

eral chapters of this volume will provide a detailed

analysis of the formal and mathematical commonali-

ties among the concepts of consistency, specificity,

and multidetermination introduced here on a con-

ceptual level.

LOOKING BACK: HISTORICAL

MILESTONES IN MULTIMETHOD

ASSESSMENT

The history of multimethod thinking in psychologi-

cal assessment and construct validation can be

described metaphorically as an avenue from an

(unknown) starting point to an (unknown) end

point from which many roads stem. Some of them

turn back to the main route, whereas others

become dead end streets. These pathways cannot

and do not need a detailed description here. Rather,

I concentrate on important milestones along the

developmental route of the general multimethod

approach. As I see it, the most important milestones

are Brunswik's (1934) work on probabilistic func-

tionalism in human perception, Campbell and

Fiske's (1959) multitrait-multimethod (MTMM)

matrix, covariance structure modeling based on

Joreskog's (1969) confirmatory factor analysis

(CFA), Generalizability Theory (Cronbach et al.,

1972), and Critical Multiplism (Cook, 1985).

Brunswik

Brunswik's work on probabilistic functionalism in

human perception (1934, 1956) is fundamental for

multimethod assessment for at least five related rea-

sons. First, recognizing the multidetermination of

behavior as a general principle, Brunswik reconcep-

tualized perception, impression formation, and clin-

ical judgment from a multivariate perspective.

Whereas traditional psychophysics was mainly con-

cerned with the effects of physical stimulus proper-

ties, Brunswik expanded the causal scope for the

explanation of optical illusions, perceptual con-

stancy, and physiognomic trait impressions by

including psychological codeterminants (e.g., intelli-

gence, perceptual attitude, practice, and attributes

of the task and its context). The multivariate nature

of Brunswik's research became important for multi-

method thinking because its results suggested that

measurement methods relying on human percep-

tion and judgment can hardly ever be perfectly

valid. Second, Brunswik described the many ways in

which relative consistencies can be defined in the

multivariate space. He discussed several types of cor-

relations and defined validity as convergence among
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tests. Third, Brunswik claimed that the multivariate

approach was not only essential for the description

of individuals but also for the classification of other

psychological entities like stimuli and situations.

Each situation is a Variate package,' that

is, a more or less incidental combination

of specific values along a large, and

indeed unknown, number of dimen-

sions. Ecologies, and the situations that

constitute them, are in many ways like

persons, which also are variate pack-

ages. Ecologies or situations exhibit

consistencies and 'habits' all of their

own, although perhaps less strikingly

than do individuals; we may 'know'

them and like or dislike them as we do

our fellow men. It is by virtue of these

relative consistencies that variate pack-

ages as a whole, and not their isolated

dimensions, should be taken to define a

universe. (Brunswik, 1956, p. 139)

The quest for representative design and represen-

tative sampling was a fourth important contribution.

Brunswik, concerned about the generalizability of

experimental results, warned that their ecological

validity will be limited if experimental designs and

samples are nonrepresentative. Designs are nonrep-

resentative when they ignore correlations among

dimensions of the data box in the real world. Indi-

viduals select situations, types, and modes of

behavior are confounded, and situations and time

cannot be combined at will. Brunswik illustrated

this issue with reference to his own research on the

validity of physiognomic trait impressions for per-

sonality and ability judgment. In his early studies,

Brunswik used schematized drawings and fully

crossed facial properties (e.g., eye separation and

forehead height) for creating "Gestalten" (holistic

impressions). Later, he recognized that such an

orthogonal design violates the natural correlation

among facial facets and continued his research with

photographs of real people. He argued that untying

correlated facets of the data box via orthogonal

designs violates the principle of representative

covariation. This issue is important for multimethod

assessment. Methods cannot be crossed at will with

properties of psychological objects. Abilities cannot

be measured with the same methods as emotions,

and implicit attitudes cannot be measured with the

same methods as explicit attitudes. Constructs and

assessment methods are units that cannot be untied

easily. Brunswik was also concerned about the dou-

ble standards for sampling the person facet versus

sampling other facets of the data box. He desired to

improve ecological validity in multivariate research

via representative sampling on all dimensions. It is

difficult to know what this means for the method

dimension, because the universe of methods can be

less well-defined than the universe of persons.

Despite this difficulty, researchers should be sensi-

tive to the issue and careful when generalizing

results across methods without considering the

range of methods that could be conceived.

Finally, Brunswik's lens model provides a flexible

tool for conceptualizing multimethod designs and

the effects of multidetermination on convergence

(Wittmann, 1988). Figure 2.2 schematically depicts

the lens model as a path diagram. The corpus of the

lens contains three traits (TA, TB, TC). The foci of

the lens represent two methods (Ml, M2). The

loadings of the traits are symbolized as arrows. The

curved lines in the corpus indicate correlations

among the traits. The curved line between the

methods represents their correlation. Its size

depends on the correlation among the traits and the

factor loadings. Perfect convergence of the methods

occurs, for instance, if each method measures only

one trait and if this trait was the same for both

methods. Perfect divergence also occurs if both

methods had no trait-factor in common and if the

traits were independent.

Campbell and Fiske
Multimethod thinking in psychological assessment

was influenced most strongly by the seminal paper

of Campbell and Fiske (1959). No other publica-

tion so importantly shaped researchers' awareness

of the crucial role multimethod designs play in the

construction and validation of measurement instru-

ments (Shrout & Fiske, 1995). Although Campbell

and Fiske (1959) did not make reference to

Brunswik's work, their proposals were guided by

similar insights and ideas. Campbell and Fiske
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(1959) introduced the multitrait-multimethod

matrix, a flexible, conceptual and methodological

framework for the examination of convergent and

discriminant validity. The MTMM matrix is a

matrix of correlations among tests. Tests are

trait-method units. An MTMM matrix is usually

derived from a three-dimensional raw data box con-

sisting of a person facet, a facet of attributes (traits),

and a method facet. Although not commonly done,

the general MTMM idea could be applied to any

other combination of three dimensions of the data

box. Instead of measuring traits of persons, proper-

ties of stimuli could be measured with different

methods and submitted to an MTMM analysis.

For obtaining the most common type of an

MTMM matrix, two or more traits (of several indi-

viduals) must be measured with two or more meth-

ods. The matrix contains four kinds of correlations

(see Table 2.1). The elements in the main diagonal

are called monotrait-monomethod (mTmM) correla-

tions. They compose the reliabilities of the tests

(trait-method units). Correlations among different

traits measured with the same method are hetero-

trait-monomethod (hTmM) correlations. Correla-

tions among different methods for the same trait are

termed monotrait-heteromethod (mThM) correla-

tions. Finally, correlations among different traits that

were measured with different methods are named

heterotrait-heteromethod (hThM) correlations.

Correlations among different methods for the

same trait (mThM) display convergent validity.

These correlations should be high. Correlations

among different methods for different traits

(hThM) are usually the lowest correlations in an

MTMM matrix because these tests have neither

traits nor methods in common. However, hThM

correlations differ from zero if traits or methods are

correlated. A self-report measure (Method 1) of

Trait A may be correlated with a peer-rating meas-

ure (Method 2) of Trait B because A and B are cor-

related. In addition, both measures may share

method variance. Common method variance may

be caused by individual differences in self-presenta-

tional concerns. If both traits are socially desirable,

individuals will differ regarding how favorably they

present themselves in the self-report measure of

Trait A. Individuals may also differ regarding how

FIGURE 2.2. A Brunswik lens model for three traits

and two methods.

favorably they present themselves to peers. As a

consequence, peer-ratings of Trait B will also be

affected by self-presentational concerns, and both

measures will correlate even if A and B are inde-

pendent traits. Evidently, correlations among tests

are only inflated if the correlations among the traits

and the methods have the same sign. If correlations

among traits differ in sign from correlations among

methods, they may cancel each other out, resulting

in low or zero hThM correlations, even if the traits

are correlated.

Correlations among different traits measured

with the same method (hTmM) ideally should not

exceed correlations among different traits measured

with different methods (hThM). Such an ideal pat-

tern suggests that using the same method for differ-

ent traits does not inflate the correlations among

the tests because of the use of the same method. For

the same reason, correlations among different meth-

ods for the same trait (mThM; convergent validity)

should ideally not be lower than the reliabilities of

the tests (mTmM). Again, such an ideal pattern

suggests that the reliabilities of the tests are only

because of trait variance but not to shared method

variance. The last two comparisons (hTinM versus

hThM; mThM versus mTmM) provide estimates for

the discriminant validity of tests. Tests display dis-

criminant validity if they do not measure traits they

should not. In an MTMM analysis, discriminant

validity is achieved when the reliability of a test was

not inflated compared to its convergent validity and
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General Structure of the Multitrait-Multimethod Matrix According to Campbell and Fiske (1959)

Method
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B
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B

C

A
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B
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A
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hTmM

hTmM

mThM

hThM
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Method 2

B

mTmM

hTmM
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hThM

C

mTmM

hThM

hThM

mThM

Method 3

A B C

mTmM

hTmM mTmM

hTmM hTmM mTmM

Note. mTmM = monotrait-monomethod; hTmM = heterotrait-monomethod; mThM = monotrait-heteromethod;
hThM = heterotrait-heteromethod.

when the correlations among tests for different

traits are not inflated by use of the same method.

Covariance Structure Modeling
Despite its vast impact on multimethod thinking in

psychological assessment, the Campbell and Fiske

(1959) strategy of comparing correlations suffers

from a number of shortcomings of which Campbell

and Fiske had been aware without offering satisfac-

tory solutions. First, no statistical test exists for

evaluating the pattern of differences among the cor-

relations of the MTMM matrix simultaneously. Sec-

ond, no straightforward decomposition of test

variance into trait variance and method variance

can be obtained from the comparisons among cor-

relations suggested by Campbell and Fiske. Third,

the comparison of correlations does not consider

differences in test reliability and other factors affect-

ing the magnitude of correlations.

Joreskog (1969) presented the most elegant

solution to these problems with his general CFA

approach to confirmatory factor analysis. Since

Joreskog's seminal contribution, MTMM research

has shifted from the mere description of correla-

tions to modeling the covariance structure among

trait-method units. This methodology has several

advantages over the descriptive comparison among

correlations. First, by modeling traits and methods

as latent variables, reliability differences between

tests can be handled. Second, models can be tested

and different models can be tested against each

other if they are nested (Widaman, 1985). Third,

the variance of tests can be decomposed into pro-

portions due to trait factors, method factors, and

measurement error. Fourth, if the time facet is

included in addition to the person, construct, and

method facets, latent state-trait method analyses

can be performed, and the variances of tests can be

decomposed into proportions due to traits, occasion-

specific effects of the situation, methods, and ran-

dom measurement error (Kenny & Zautra, 2001;

Schmitt & Steyer, 1993). Given these advantages of

confirmatory factor analyses, it is not surprising

that Marsh (1989) counted twenty different CFA-

MTMM models 20 years after Joreskog's paper.

Widaman (1985) proposed a taxonomy for

many of these models by cross-classifying four trait

structures with four method structures. Both struc-

tures differ in the number of common factors and

whether these factors are orthogonal or oblique.

The taxonomy generates a family of 16 hierarchi-

cally nested models with the null model (no trait

factor, no method factor) being the most restrictive

model and the correlated-traits-correlated-methods
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model (CTCM) being the least restrictive model.

Widaman's (1985) taxonomy holds value because it

is more systematic than any earlier proposal, pro-

vides a heuristic for conceptualizing alternative trait

and method structures, and serves as a guideline for

testing models sequentially.

Although the general CFA approach has

advanced MTMM research tremendously, it has

limits. Improper solutions are a common problem

with the popular CTCM model. Iterative proce-

dures for estimating parameters of this model

often fail to converge or lead to estimates outside

the permissible range with a negative variance of

one of the method factors being the most frequent

problem. Solutions for overcoming this and other

problems (e.g., Eid, 2000; Kenny & Kashy, 1992;

Marsh, 1989) will be discussed in chapter 20.

Generalizability Theory (GT)
Generalizability Theory (Cronbach, Rajaratnam, &

Gleser, 1963; Cronbach et al., 1972; Gleser, Cron-

bach, & Rajaratnam, 1965; Shavelson & Webb,

1991) combines Brunswik's request for representa-

tive multifacet designs with the true-score model

of Classical Test Theory (CTT; Lord & Novick,

1968; Spearman, 1910). Like CTT, GT assumes

that each person (or other object of-measurement)

has a true score on the measured attribute. In GT,

this score is called the universe score. Whereas

CTT treats the difference between the true score

and the observed score as measurement error that

lacks substantive significance, GT proposes to

decompose the difference between the universe

score and the observed score into psychologically

meaningful sources of variance. These sources of

variance must be specified on the basis of theoreti-

cal and practical considerations as facets of a fac-

torial measurement design. For example, if

leniency differences between teachers are assumed

to cause grade differences, the design must include

a teacher facet. If grades were used to make

absolute decisions (only A students get a stipend),

the main effect of the teacher facet reduces the

absolute generalizability of grades across teachers.

If grades were used to make relative decisions

(upper 10% of students get a stipend), an interac-

tion between the student facet and the teacher

facet then limits the relative generalizability of

grades across teachers.

Assuming the use of equivalent interval scales,

the universe score of an object of measurement is

defined as its expected value on the attribute scale

(i.e., the mean of all admissible observations). Rela-

tive generalizability is defined as the squared corre-

lation between the observed score variable and the

universe score variable (i.e., the ratio of universe

score variance to observed score variance). This def-

inition of relative generalizability corresponds

directly to the definition of reliability in CTT.

Because the universe score is unknown, relative gen-

eralizability must be estimated from several

observed score variables. The intraclass correlation

among conditions provides this estimate. It is an

overall index of relative consistency and reflects the

degree of interaction between persons (or other

measurement objects) and the facets. Coefficients of

absolute generalizability are sometimes defined as

variance ratios. Their denominator includes variance

components attributable to facet main effects and

interaction effects. Shavelson, Webb, and Rowley

(1989) illustrated the difference between absolute

and relative generalizability with simple substantive

examples. Marcoulides (1996) showed how variance

components can be estimated with structural equa-

tion modeling. Hoyt (2000) provides a comprehen-

sive treatment of absolute and relative bias (lack of

generalizability) in univariate and multivariate

applications of GT.

The first proposal of GT was limited to the one

facet case (Cronbach et al., 1963). Gleser et al.

(1965) extended GT to the multifacet case and

defined generalizability coefficients for several types

of two facet designs. Cronbach et al. (1972) offered

the most comprehensive version of GT. They intro-

duced additional designs and, more important, mul-

tivariate GT. Multivariate GT focuses on the

generalizability of attribute profiles (i.e., the joint

generalizability of measures for two or more attrib-

utes). Whereas univariate GT decomposes the vari-

ance of one observed variable into components due

to facet main effects, facet interaction effects and

person x facet interactions, multivariate GT also

decomposes the covariance of two or more observed

variables (Hoyt, 2000; Wittmann, 1988).
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The models and methods of GT are useful for

understanding the psycho-logic and methodo-logic

of multimethod approaches, (a) Compared to CTT,

GT provides a more comprehensive, differentiated,

and flexible conceptualization of reliability, (b) GT

contributes to understanding and defining the con-

cepts of convergent and discriminant validity. Con-

vergent validity corresponds to the generalizability

of tnterindividual differences in the measured attrib-

ute across the method facet. Discriminant validity

corresponds to a lack of generalizability of mtraindi-

vidual differences between two or more theoretically

unrelated attributes across the method facet, (c) By

combining generalizability studies with decision

studies, GT links basic research on the properties of

measurement instruments with the usefulness of

diagnostic information in applied psychology, (d)

Last but not least, measurement designs including

nested facets inspired hierarchical linear modeling of

multilevel data, a methodological framework that

has greatly enriched multimethod research during

recent years (Hox & Maas, this volume, chap. 19;

Raudenbush & Bryk, 2002).

Before we turn to the last milestone, note that

the ideas that were advanced in covariance struc-

ture models of multitrait multimethod data and in

generalizability theory are also dealt with in multi-

component item response models (Rost & Walter,

this volume, chap. 18).

Critical Multiplism
Critical Multiplism (CM) is closely related in its

premises and goals with all previously presented

milestones. In comparison to these, CM is more

general (compared with the MTMM framework),

broader in substantive scope (compared with

Brunswik), and less technical (compared with

covariance structure modeling and Generalizability

Theory). Critical Multiplism is a way of thinking, a

philosophy of science (Cook, 1985; Houts et al.,

1986; Shadish, 1995). It starts from the premise

that no perfect route to scientific knowledge exists

and that all scientific options have their own

strengths and weaknesses. Scientific options include

theories, research designs, sampling strategies,

measurement instruments, assessment procedures,

rules for weighing and combining information, sta-

tistical models for analyzing data, guidelines for

interpreting results, and principles for transforming

scientific evidence into decisions and actions (e.g.,

intervention programs). Assuming that alternative

research strategies always differ in their advantages

and disadvantages, CM requires that research pro-

grams never rely on a single strategy but always

combine several strategies. It is critical from the

CM view that strategies are not chosen and com-

bined at random but instead selected according to

the principles of best quality and maximum hetero-

geneity. Heterogeneous strategies are preferable

compared to homogeneous strategies because the

convergence of results across highly dissimilar

strategies is more convincing and increases the

trustworthiness of evidence more than convergence

among highly similar strategies. A specific applica-

tion of this rule was outlined earlier: Combining

heterogeneous assessment methods means that they

share only the diagnostically relevant factors. The

quality criterion is more difficult to operationalize.

According to CM, high quality research requires

that researchers make their implicit assumptions

explicit, justify each component of their work (the-

ory, design, sampling strategies, measurement meth-

ods, etc.), and invite members of the scientific

community to challenge these justifications. Diver-

sity in theory and method is considered in CM as

the best safeguard against systematic error. Just like

discrimination is a fundamental principle of knowl-

edge, diversity is a fundamental prerequisite to

determine convergence of evidence. Not surpris-

ingly, CM supports multimethod assessment on the

basis of quality and heterogeneity.

LOOKING AHEAD: SOME EMERGING

ISSUES AND CHALLENGES

In what direction should multimethod work

progress? All of this handbook's contributors likely

have their own view regarding where progress is

necessary and possible. Below, I address two impor-

tant yet unresolved issues.

Methods Are Hypothetical Constructs
The language in which methods are often treated

in the literature suggests that they are something
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technical, nonpsychological, or different than sub-

stantive variables. But "method" is a summary con-

cept for a multitude of ways in which we obtain

psychological information. The result of a method

has psychological significance as does the method

itself. Returning to the neighbor example, self-

report, other-report, and observation were intro-

duced as methods because the different procedures

collected the method's provided data. Yet the data

are psychological data and the status of these data is

the same for each method. They are indicators of

assumed causes (altruistic personality, need for

approval, marital satisfaction, sympathy). Methods

are sets of causes and different sets (methods) con-

tain different elements (causes). Causes as compo-

nents of a method do not differ from causes that

appear in psychological theories. Both the causes of

substantive models and the causal components of

methods are hypothetical constructs. Therefore,

methods (self-report) can be imbedded in psycho-

logical theories like substantive causes (altruistic

personality). Moreover, methods not only can be

imbedded in psychological theories, they must be

imbedded in psychological theories. It follows from

this claim that methods must be submitted to con-

struct validation (Cronbach & Meehl, 1955) just

like what Campbell and Fiske (1959) termed

trait-method units (tests). This view has several

important consequences, not seriously treated in

the literature thus far. To hint at only two of these

consequences: First, designing new methods and

improving methods is as much a matter of theory as

a matter of craftsmanship. Furthermore, selecting

methods for multitrait-multimethod research must

rely on assumptions about the causal components

of methods. Methods are not the same because they

capture the same type of data. Two self-report ques-

tionnaires are the same method only to the extent

that they share diagnostically irrelevant causal com-

ponents. In some cases, two self-report question-

naires may share fewer diagnostically irrelevant

causal components than a self-report and an other-

report questionnaire. If so, the two self-report ques-

tionnaires are not the same methods. In fact, they

are less similar as methods than the self- and other-

report questionnaires.

Methods Are Traits and States

The terminology introduced by Campbell and Fiske

(1959) may be (mis)interpreted that methods are

not traits. However, if methods are composites of

the causes we want to measure and causes we con-

sider irrelevant, they can be stable dispositions.

Both in a substantive sense and on a formal level,

no qualitative difference exists between traits and

methods. The only difference is that, ideally, traits

are single causes (altruistic personality) and meth-

ods are composites of causes (altruistic personality

+ need for approval).

It follows from this view that methods cannot

only be "traits" in the formal sense of stable

behavioral dispositions; they can also be "states"

in the formal sense of systematic individual differ-

ences in intraindividual change across time

because of the systematic but occasion-specific

effects of the measurement situation. In other

words, individual differences that stem from

shared method variance may not be stable. Self-

presentational concerns as a causal component of

self-report measures, for instance, may vary sys-

tematically across time and situations. At some

occasions of measurement, like during a job inter-

view or a date, self-presentational concerns may be

stronger than at other occasions. This possibility

holds important implications for modeling meth-

ods as latent factors in longitudinal multitrait-mul-

timethod designs. It may be appropriate and even

necessary in some applications to model latent

method factors both as latent states and latent

traits. This could be easily done by extending the

general latent state-trait framework (Steyer et al.,

1992: Steyer, Schmitt, & Eid, 1999) to the domain

of methods. Leaving aside issues of model identifi-

cation, Figure 2.3 depicts the general structure of

such a model for two constructs, two occasions of

measurement, and two methods with Y..., ST., SS
l]R I IJ

LSSRr, MTfe, MS.fe, LMSRjk, and e fe denoting mani-

fest variables, substantive traits, substantive states,

latent substantive state residuals, method trait,

method states, latent method state residuals, and

measurement error and with i, j, and k denoting

the construct, the occasion of measurement, and

the method, respectively.
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FIGURE 2.3. Latent substantive state-trait and method state-trait model for two constructs (first index), two
occasions of measurement (second index), and two methods (third index). MT = Method Trait; MS = Method State;
SS = Substantive State; ST = Substantive Trait.

The model shows that methods do not differ in a

formal sense from substantive constructs. In fact,

this is true for all other facets of the data box.

Instead of containing methods, the model in Figure

2.3 could contain modes of behavior. Some modes

or types of behavior may be more trait-like than

others although both are indicators of the same

substantive construct. Therefore, the model in Fig-

ure 2.3 could be extended and include latent states

and traits for modes of behavior and types of behav-

ior, as well as any other theoretically meaningful

facet of the data box.
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C H A P T E R 3

GLOBAL SELF-ASSESSMENT

Richard E. Lucas and Brendan M. Baird

Global self-assessment is a broad category of meas-

urement techniques that includes many variations

on a seemingly simple process—participants are

asked to provide information about events, behav-

iors, attitudes, feelings, emotions, symptoms, or

some other objective or subjective state of affairs.

Simplicity and ease of administration have made

self-report methodology one of the most popular

methods of psychological inquiry; yet the fallibility

of human memory and judgment has made this

methodology the subject of much scrutiny and crit-

icism. The skepticism about self-report methods is

exacerbated by the fact that self-reports are often

used when no readily available objective alternative

exists that could be used as a criterion for valida-

tion (Critchfield, Tucker, & Vuchinich, 1998).

Careful investigation of the self-report method

reveals that what appears to be a simple process is

actually the end result of a series of more compli-

cated steps. A number of cognitive models of self-

report assessment have been proposed to clarify

these steps (e.g., Schwarz, 1999; Strack & Martin,

1987; Tourangeau, Rips, & Rasinski, 2000). These

models and their supporting evidence show that

when answering a self-report question, respondents

must first understand and interpret the question,

search their memory for relevant information, con-

struct an answer, translate that answer into a mean-

ingful response, and then edit that response for the

particular audience. These processes can be affected

in undesirable ways by such factors as question

wording, question order, and available response

options. In turn, each process has the potential to

influence the final self-reported judgment. Numer-

ous studies have demonstrated the problems that

emerge when researchers who use self-report assess-

ment ignore the complex and sometimes surprising

ways that these factors can influence the responses

to self-report measures.

Yet despite the potential limitations, self-report

techniques can provide useful and valid measures of

many constructs. In this chapter, we discuss the

reasons why one might choose to use self-reports,

the various forms of self-reports that exist, the

processes that underlie self-reports, and the advan-

tages and disadvantages of this technique. We focus

on steps that researchers can take to evaluate and

improve the quality of their global self-assessments.

ADVANTAGES AND DISADVANTAGES OF

SELF-REPORT METHODS

Self-report methods offer clear advantages over

other assessment techniques. These methods are

simple, quick, inexpensive, flexible, and often pro-

vide information that would be difficult or impossi-

ble to obtain any other way. Yet each advantage

corresponds to specific disadvantages that may go

unnoticed by researchers. For example, the ubiquity

of self-report techniques results from the fact that

they are so easy to administer. However, this ease of

use may result in an overreliance on self-reports

even when more appropriate but more difficult-to-

obtain methods are available. Similarly, the simplic-

ity of self-reports may belie the complex processes

that underlie self-reported judgments. Researchers
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may take self-reports at face value and ignore the

subtle ways that unwanted method variance sneaks

into these reports. Self-reports are also very flexible.

Researchers can choose open-ended questions or

closed-ended response scales; they can vary the

time frame of the question, the specific response

options used, and the precise wording of the ques-

tions. The drawback of this flexibility is that these

seemingly unimportant decisions can have serious

consequences for the results of the self-report

assessment.

As this volume makes clear, conducting multi-

method investigations of validity can increase confi-

dence in any single method of assessment. However,

in situations where multimethod assessment cannot

be used, the choice of a specific method must be

guided by an explicit consideration of the advan-

tages and disadvantages of that approach. There are

a number of types of self-reports, and there are dif-

ferent advantages and disadvantages depending on

the purpose of the assessment.

One major distinction is between self-reports of

objectively verifiable phenomena like behaviors and

events and self-reports of psychological constructs

(e.g., beliefs, intentions, and attitudes; Schwarz,

Groves, & Schuman, 1998). Different processes

likely operate when constructing these two types of

judgments, and thus, different concerns may arise

depending on how the measure is being used. Pre-

sumably, when participants are asked to report on

behaviors, an objective criterion exists and the

validity of the self-report can be assessed by deter-

mining the extent to which the self-report matches

the criterion. For example, a researcher may be

interested in the number of alcoholic beverages a

person consumes over the course of a week. Rather

than following that individual over time and

recording these instances, the researcher may sim-

ply ask the person to retrospectively report on this

behavior. The validity of this report can be assessed

by comparing it to an objective measure.

Self-reports of attitudes, intentions, and other

psychological variables are somewhat more compli-

cated. In this case, there is no objective criterion to

verify the self-reports, and errors in self-reports are

difficult to detect. As Schwarz et al. (1998) have

noted in the context of attitude research, "If we

want to talk of 'errors' in attitude measurement at

all, we can only do so relative to what we were try-

ing to measure in the questionnaire, not relative to

any objective standard that reflects respondents'

'true' attitudes" (p. 158). Thus, a flawed self-report

is one that is not logical or one shown to be influ-

enced by some feature or stimulus that is theoreti-

cally unrelated to the attitude in question. A

number of experimental studies have shown that

such errors do occur. Participants often respond in

illogical ways or they may respond differently

depending on irrelevant contextual factors.

Finally, a self-report can be used as a form of

behavior, in and of itself (Critchfield et al., 1998).

When researchers use self-reports in this way, they

are not interested in the extent to which the report

is "correct." Instead, they are solely interested in the

ways that variations in responses correlate with rel-

evant predictor or outcome variables. In fact, much

of the research investigating the cognitive processes

underlying self-report methodology uses self-report

methodology in this way. Researchers in these stud-

ies are not interested in the content of the responses

per se, but in the ways that those responses are

affected by various experimental factors. For exam-

ple, in their famous study examining the way mood

affects life satisfaction judgments, Schwarz and

Clore (1983) found that individuals reported higher

life satisfaction on a warm, sunny day than on a

cold, rainy one. Schwarz and Clore were not inter-

ested in life satisfaction (i.e., they were not inter-

ested in getting a true measure of an individual's

standing on this construct). Instead, they were

interested in the cognitive processes that individu-

als used to construct satisfaction judgments, and

the satisfaction reports themselves were a form of

behavior that indicated the underlying process.

The distinctions among the various types of self-

report methodology matter because the factors that

influence the validity of self-reports and the ways in

which we validate self-report measures often vary

depending on how the measure is being used. For

example, a personality researcher interested in

assessing extraversion may ask participants to

respond to an item like, "I enjoy going to parties."

The researcher may have one of three expectations

about responses to this item. First, he or she may
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expect responses on this item to be similar to self-

reports of behavior. If so, responses to the item

should strongly correlate with the frequency with

which a person goes to parties. If the response does

not correlate with the behavior, this suggests that

the item is not valid.

Alternatively, the item could be thought of as a

self-report of an attitude toward parties. In this

case, responses to the item are not necessarily

expected to correlate strongly with the number of

times that a person goes to parties, but should pre-

dict the enjoyment a person experiences when he

or she does go to parties. Validation of the global

self-report could be accomplished by comparing

responses on this item to online assessment of

enjoyment actually experienced during a party.

Finally, responses to the item "I enjoy going to

parties" may be seen as a form of behavior that can

predict some other criterion, even if the item is not

a valid measure of the behavior or attitude it

appears to tap. For example, a respondent may con-

sider himself or herself to be an extravert and rec-

ognize that the item "I enjoy going to parties" is an

extraversion item. This respondent may then

respond positively to the item, even if he or she

does not particularly enjoy parties. Alternatively

the respondent may try to answer the question

accurately but because of flawed memory or judg-

ment processes he or she may make a mistake. In

either case, if responses to the item predict relevant

outcomes like the number of sensation seeking

behaviors in which people engage or the number of

friends that individuals have, then the item holds

some degree of validity. This is the principle behind

empirical criterion keying, in which items are

selected based on the extent to which they can pre-

dict some meaningful criterion (Anastasi, 1988;

Meehl, 1945). Thus, even if we can show flaws in

the processes that lead to self-reported judgments,

these flaws do not necessarily invalidate the self-

report measure. To assert that a measure lacks valid-

ity, researchers must also show that the measure

fails to predict relevant criteria. Often, studies that

purport to demonstrate the invalidity of self-report

measures do so by showing that participants use

irrelevant sources of information when constructing

judgments. However, the measures themselves may

still be valid, even if judgments are constructed in a

nonintuitive or flawed manner.

Much of the research on the fallibility of self-

reports comes from survey research, and the goals

of survey research often differ from the goals of

other forms of psychological measurement. In sur-

vey research, researchers often focus on mean levels

or frequencies within a specific population. For

instance, researchers may wish to assess the likeli-

hood of a certain population voting for a particular

political candidate. If some feature of the question-

naire leads to an overestimation of support for a

candidate, then the self-reported survey response is

invalid. But in much psychological research, the

absolute level of a characteristic is not meaningful,

and researchers use scores on a self-report inven-

tory as correlates or predictors of other outcomes.

As Schwarz et al. (1998) have noted, many of the

response effects identified in the survey literature

have a larger effect on mean levels and other char-

acteristics of item distributions than on correla-

tional results. Thus, when possible, we will

distinguish between these two types of effects.

THE PROCESS OF SELF-REPORT

JUDGMENTS

Researchers have proposed a number of theories that

outline processes thought to occur when a participant

responds to a self-report measure. These theories are

described elsewhere in great detail (e.g., Schwarz,

1999; Schwarz et al., 1998; Schwarz & Sudman,

1996; Strack & Martin, 1987; Sudman, Bradburn, &

Schwarz, 1996; Tourangeau et al., 2000), and a com-

prehensive review of these theories is beyond the

scope of this chapter. Instead, we provide an overview

of some of the major processes diat underlie self-

reports, focusing on ways that these processes can

influence self-reports. In addition, we examine the

evidence that exists about the extent to which arti-

facts and unwanted method effects can influence the

validity of self-reports of various constructs.

Understanding the Question

When an individual responds to a self-report meas-

ure, he or she must first make sense of the question

being asked (Schwarz, 1999; Tourangeau et al.,
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2000). To do this, the respondent must understand

the literal meaning of the question, and anything

that impedes this understanding (e.g., vague or

unfamiliar words, complicated sentence structure)

will undermine the quality of the self-report

measure. Psychological assessment and survey

methodology textbooks suggest that to avoid mis-

understandings, question writers should keep items

simple and avoid potentially unfamiliar words (see

Tourangeau et al., 2000, and Schmitt, this volume,

chap. 2, for more detailed recommendations). Care-

ful pretesting of items can prevent misunderstand-

ings from occurring (see Schwarz & Sudman, 1996,

for discussions of these pretesting techniques).

Yet understanding the words themselves gets the

respondent only so far. Respondents must then dis-

cern the pragmatic meaning of a question. Often, a

question that is clear in a literal sense can be inter-

preted in many different ways. When interpreting

questions, respondents may try to infer what the

experimenter had in mind. As Schwarz (1996) and

others (e.g., Clark & Shober, 1992; Tourangeau et

al., 2000) have noted, these inferences are often

based on norms regarding how a conversation

should progress (see Grice, 1975, 1989, for a

detailed discussion of these principles). For

instance, conversation participants implicitly expect

that their counterparts will not provide nor expect

redundant information. Thus, respondents who

come across two similar questions in the same

questionnaire may assume that the experimenter

meant something different with each question

unless there is some plausible explanation for the

repetition.

Strack, Schwarz, and Wanke (1991) demon-

strated that this nonredundancy norm affects how

individuals respond to questionnaire items. In their

study, experimenters asked participants two ques-

tions about their subjective well-being. First, the

experimenters asked participants how "happy" they

were and then how "satisfied" they were. Strack et

al. also varied the manner in which these questions

were presented. In one condition, the happiness

and satisfaction questions were presented as two

questions within the same questionnaire. In a sec-

ond condition, experimenters presented the two

questions as the last question of one questionnaire

and the first question of a separate, unrelated ques-

tionnaire. Responses to the two questions were less

strongly correlated when presented as part of the

same questionnaire than when the two questions

were presented as the last question on one ques-

tionnaire and as the first question on a separate

questionnaire. Presumably, respondents who were

asked the two questions within the same question-

naire assumed that the experimenter believed that

happiness and satisfaction formulated two distinct

constructs, and therefore these respondents exag-

gerated the subtle difference in meaning when

responding to the question.

Strack et al.'s (1991) study provides important

insight into the processes that occur when respon-

dents interpret and answer survey questions. Yet it

is unclear whether these processes are likely to

affect the validity of most self-report items—the

same conversational norms that guide respondents'

interpretation of questions may also guide question-

naire construction. It may seem unlikely that

researchers would put two questions with nearly

identical content side by side in a questionnaire

unless the experimenter was actually interested in

the subtle distinctions among similar items. How-

ever, there are a number of reasons why Strack et

al.'s findings are important for researchers interested

in self-report methods. First, researchers may

include very similar questions in different parts of a

questionnaire to check for careless responding, and

the same conversational norms may still apply

when the questions are not presented side by side.

But more important, Schwarz, Strack, and col-

leagues have demonstrated that these principles

also apply in more subtle situations. For example,

Schwarz, Strack, and Mai (1991) found similar

effects with a more realistic example of questions

that might be asked in a questionnaire. Specifically,

they asked respondents two different questions

about their life satisfaction, again varying the pres-

entation of the questions. In one condition, respon-

dents were first asked about their satisfaction with

their marriage and then asked about their satisfac-

tion with life. In a second condition, these two

questions were preceded by a joint lead-in that

informed participants that they would be asked two

questions about their subjective well-being. With-
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out the joint lead-in, responses to the two questions

correlated .67; with the lead-in, responses corre-

lated .18. Presumably, the joint lead-in activated the

norm of nonredundancy and participants inter-

preted the life satisfaction question in such a way

that they excluded satisfaction with marriage from

the overall life satisfaction judgment. Conclusions

about the role of marital satisfaction in life satisfac-

tion will vary depending on this subtle difference in

question presentation.

Respondents use a variety of contextual features

to interpret the meaning of questions (see Schwarz,

1996, for a more comprehensive review). For

instance, Winkielman, Knauper, and Schwarz

(1998) manipulated the time frame of a survey

question about the experience of anger. They found

that people interpreted the question differently

depending on the time frame that was used. Specifi-

cally, Winkielman et al. found that when respon-

dents were asked about episodes in which they were

angry "during the past week," they described less

severe anger episodes than when the question asked

about episodes occurring "during the past year."

Schwarz, Knauper, Hippler, Noelle-Neumann,

and Clark (1991) also showed that the response

options provided with a scale could influence inter-

pretation of the question. In their studies, Schwarz

et al. asked participants to rate how successful they

have been in life. Some participants were presented

with a response scale that ranged from 0 ("not at all

successful") to 10 ("extremely successful") whereas

other participants were presented with a response

scale that ranged from -5 to +5, and which used the

same response anchors. Although the anchors were

identical, fewer participants responded with values

between -5 and 0 on the -5 to +5 scale than with

values between 0 and 5 on the 0 to 10 scale.

Although researchers might treat these two scales as

being identical (because both use 11 points), the

specific numbers on the scale may influence the

interpretation of the item.

Schimmack, Bockenholt, and Reisenzein (2002)

demonstrated a similar phenomenon using affect

ratings. However, in their study, Schimmack et al.

showed that response scales do not just affect the

number of participants who choose a particular

response option, but also that these subtle differ-

ences can affect correlations with other variables.

Specifically, Schimmack et al. sought to determine

whether positive affect (which consists of positive

emotions, e.g., joy, happiness, and excitement) and

negative affect (which consists of negative emotions

and moods, e.g., unhappiness, fear, and depression)

formed a single bipolar dimension or two unipolar

dimensions. The researchers investigated the corre-

lations between positive affect and negative affect

when various response options were used (e.g.,

"strongly disagree" to "strongly agree," "does not

describe me at all" to "describes me perfectly," and

"not at all" to "with maximum intensity"). In addi-

tion, they asked participants to indicate where on

the response scale a person scores if they were in a

neutral mood.

In accordance with their hypotheses, Schimmack

et al. (2002) found that when respondents were

asked whether they experienced a particular emo-

tion (e.g., cheerful) using a scale that ranged from

"strongly disagree" to "strongly agree," most partici-

pants indicated that the neutral point was in the

middle of the scale at the point labeled "neither

agree nor disagree." When participants were asked

to indicate where the neutral point was on an inten-

sity scale that ranged from "not" to "maximum

intensity," a large minority indicated that the lowest

score on the scale should reflect a neutral response.

Schimmack et al. argued that when given an

agree/disagree response scale, respondents infer that

the experimenter is asking about a bipolar dimen-

sion that ranges from extremely happy to extremely

unhappy. When given an intensity scale, on the

other hand, respondents are more likely to infer that

the experimenter is asking about a unipolar dimen-

sion that ranges from extremely happy to neutral. In

accordance with this interpretation, positive and

negative affect items correlated more strongly when

an agree/disagree response scale was used than when

an intensity scale was used. The Schimmack et al.

study is important because it demonstrates that dif-

ferences in conclusions about bipolarity that have

been found across studies may be due to the subtle

contextual information that respondents use to

understand the content of self-report items.

The research reviewed above demonstrates

that contextual factors play an important role in
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question comprehension. Subtle changes in ques-

tion wording, question order, question presentation,

and response options can influence the responses

that respondents give. In discussing the effects of

contextual variables in the context of self-reports of

well-being, Schwarz and Strack (1999) argued that

after seeing this evidence most people would con-

clude, "there is little to be learned from global self-

reports of well-being" (p. 80). They went on to

argue that "although these reports do reflect subjec-

tively meaningful assessments, what is being

assessed, and how, seems too context dependent to

provide reliable information about a population's

well-being" (p. 81). Although it is clear that in care-

fully controlled experimental settings, respondents'

answers to self-report questions can be affected,

very little research has examined how pervasive

these effects are. It is possible that these subtle

manipulations may add only a small amount of

unwanted variance relative to the amount of true

variance that these scales capture. For instance,

when conducting multimethod research, researchers

may find that contextual factors do not substan-

tially change the correlation between self-reports

and other indicators (e.g., informant reports). Con-

textual factors may influence self-reported assess-

ments, but more work is needed in this area to

determine the impact these factors have on existing

self-report methods.

Formulating a Response
Once respondents understand a self-report ques-

tion, they must formulate an answer. The processes

involved in constructing an answer vary depending

on the type of self-report being made. When report-

ing on the frequency of a specific behavior, for

instance, respondents might be able to search their

memory, count the number of occasions on which

the behavior occurred, and report the counted

value. When reporting an attitude, on the other

hand, respondents must search their memory for

relevant information about the object, compare the

attitude object to some relevant standard of com-

parison, and then make a judgment about their feel-

ings toward that object (Schwarz, 1999). In this

section, we distinguish between self-reports of

behaviors and events that have occurred in the past,

and self-reports of ongoing psychological phenom-

ena (e.g., attitudes, beliefs, and intentions). We

acknowledge, however, that this is not the only way

to categorize self-report judgments, and that many

self-reports do not fit neatly into either category.

Retrospective self-reports on events and behav-

iors. Many self-report questions ask participants to

retrospectively evaluate the frequency, intensity, or

some other characteristic of an event, a behavior, or

a psychological phenomenon that was experienced

in the past. This type of report can include self-

reports of specific behaviors (e.g., "Did you vote in

the last election?" or "During the past month, how

many times have you been to the hospital?"), self-

reports of events (e.g., "Have you ever been laid off

from a job?"), and even self-reports of psychologi-

cal phenomena (e.g., "How much pain did you feel

over the course of the past hour?" or "How often

have you felt unhappy over the past month?"). To

answer this type of self-report question, respon-

dents should simply be able to search their memory

and compute a response. Unfortunately, although

this idealized process might occur in a few rare

occasions, limitations of memory are likely to com-

plicate the recall of relevant information. Specifi-

cally, when the behavior or event is fairly frequent,

people may forget about certain instances and

underreport. Alternatively, if the phenomenon is

somewhat rare, participants may be likely to over-

report or to telescope—to remember it as having

occurred within a particular reference period

although it happened at some point before or after

(Loftus, Smith, Klinger, & Fiedler, 1992; Sudman &

Bradburn, 1973).

To deal with these problems, researchers can use a

number of different strategies. First, researchers can

limit their questions to behaviors and events that are

likely to be recalled. For example, accuracy of recall

usually decreases as the length of time since the

event increases, and therefore recent events will be

remembered better than more distant events (Brad-

burn, Rips, & Shevell, 1987). Similarly, accuracy

tends to decrease as the length of the reference period

increases, and therefore, accuracy can be maintained

by focusing on relatively short reference periods.

Unfortunately, there are disadvantages of these
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approaches. For example, Schwarz et al. (1998)

noted that when assessing rare behaviors, short refer-

ence periods might lead to frequent zero responses.

In addition, it may not always be possible to ask peo-

ple about events soon after they have occurred. Thus,

there may be certain research questions that require

longer time periods or longer delays.

When researchers cannot limit the focus of their

investigation to easily remembered phenomena,

they can use alternative strategies that have been

shown to improve recall. For example, providing

meaningful temporal boundaries for reference peri-

ods (e.g., important life events), allowing respon-

dents adequate time to recall events, providing

recall cues, and breaking the reference period down

into smaller periods (a technique called decomposi-

tion) may all improve accuracy (see Tourangeau et

al., 2000, and Schmitt, this volume, chap. 2, for a

review). Even variations in the order in which peo-

ple are asked to remember events may affect recall.

Loftus et al. (1992), for example, showed that hav-

ing people remember events in a chronological

order was more successful than having people

remember events in a reverse chronological order.

Yet even with these techniques, recall is likely to

be inaccurate in many situations. People are

unlikely to have specific memories of each and

every occurrence of a behavior, and reports of past

experiences may reflect estimation processes rather

than direct memory processes (Strube, 1987). Thus,

a third strategy is to develop a better understanding

of the estimation processes that respondents use

when searching their memory and when responding

to retrospective questions. By doing so, researchers

may be better able to understand the ways that

these answers are flawed and better able to interpret

patterns of responses that may not reflect a direct

memory of the underlying event (Pearson, Ross, &

Dawes, 1992).

For instance, Tourangeau et al. (2000) outlined

four broad strategies that individuals can use when

reporting on the frequency of behaviors or events

(also see Blair & Burton, 1987). In some cases,

individuals may be able to remember specific

episodic information and then extrapolate from

those instances to determine an overall frequency.

In other cases, individuals may not search episodic

memory at all. Instead, they may rely on general

ideas about the behaviors they exhibit. For exam-

ple, when asked to report on specific foods that

they ate over the past week, respondents may rely

on general knowledge about what they typically eat

rather than searching memory for specific instances

from the past week. Respondents may also use what

Tourangeau et al. call a "general impression"

approach in which very little information is actually

accessed from memory. Instead, respondents form a

general impression and translate that impression

into a meaningful response. Strategies within this

approach range from pure guessing to translating a

vague notion to a specific answer based on contex-

tual information (e.g., the available response

options; Schwarz, Hippler, Deutsch, & Strack,

1985). Finally, for certain types of frequency judg-

ments, people may have a stored tally that they can

report with little effort. For example, graduate stu-

dents who are on the job market may be able to

quickly access a stored report of how many journal

articles they have published in their career.

A variety of factors may influence the strategies

people use. These different strategies may, in turn,

affect the judgment at which people arrive. For

instance, characteristics of the individuals them-

selves may influence judgments. Ross (1989)

posited that implicit theories of personal stability

and change influence the way people construct ret-

rospective judgments of behaviors, traits, and atti-

tudes. Specifically, he argued that recall of personal

experiences and attributes involves a two-step

process in which people first judge their present

status and then determine whether this is different

from where they were in the past. People's implicit

theories about whether they are the same or differ-

ent may then influence the information recalled

(Pearson etal., 1992).

In addition to characteristics of the respondent,

aspects of the question itself can influence fre-

quency estimates. Schwarz et al. (1985) demon-

strated this in an experiment designed to assess the

impact that available response options have on peo-

ple's answers. In their study, participants were asked

to estimate how much television they watch on a

daily basis. In one condition, participants

responded on a scale that ranged from "up to a half
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hour" to "more than two and a half hours"; in a

second condition, participants responded on a scale

that ranged from "up to two and a half hours" to

"more than four and a half hours." Participants in

the former condition reported watching television

for a shorter period of time than did participants in

the latter condition. This pattern of findings is con-

sistent with a "general impression" approach to

answering self-report questions. Some respondents

may quickly formulate a general idea about how

much television they watch and then translate that

general notion into a meaningful response based on

contextual information. For instance, a respondent

may believe that he or she watches a lot of televi-

sion compared to other individuals. He or she may

then simply mark the highest category regardless of

what the anchor for that category is.

More general features of the task may also influ-

ence recall. Blair and Burton (1987) identified five

features of the self-report task that may influence

which strategy individuals will use in responding to

a particular question. Specifically, they argued that

the effort required to complete a task, the motiva-

tion of the respondent to expend the necessary

effort, the accessibility of the events or behaviors to

be remembered, the availability of additional esti-

mation processes besides searching episodic mem-

ory, and other task features "that encourage or

require particular cognitive processes" (p. 282) are

all likely to affect recall. Thus, even when respon-

dents are asked to respond to similar questions, var-

ious task features may make it more or less likely

that they will engage in a systematic search of their

memory. These processes may result in different

self-reported judgments for very similar questions.

Robinson and Clore (2002a) recently proposed a

model of emotional self-report that builds on these

ideas (also see Robinson & Neighbors, this volume,

chap. 9). Specifically, they argued that different

characteristics of the emotion judgment lead to dif-

ferent types of processing. Individuals who are

asked to describe an ongoing emotional experience

can access and report this experiential information

quite easily. In addition, when asked to report on

recent emotions experienced over relatively short

periods of time, individuals can search their mem-

ory and retrospectively reconstruct their emotional

experience. However, beyond periods of a few

hours, this task gets very difficult, and participants

are more likely to rely on semantic knowledge

including beliefs about how they should feel in

such a situation. Thus, respondents may give very

different information when asked to report how

they are feeling right now than if they were asked

to remember their current feelings at some later

point. The latter judgments may be more likely to

be influenced by beliefs and stereotypes.

To test this idea, Robinson, Johnson, and Shields

(1998) induced emotion in a group of participants

and then randomly assigned participants to report

on their emotion immediately (the online condi-

tion) or after a week-long delay (the retrospective

condition). In accordance with their predictions,

sex differences in reports of emotion were only

found in the retrospective condition. Robinson et

al. also asked a third group of participants to imag-

ine how they would feel in this situation, and par-

ticipants in this hypothetical condition showed sex

differences in emotional reports that were similar to

the sex differences in the retrospective condition.

Studies that examine retrospective reports of

emotion should also alert readers to an additional

complicating factor in global self-assessment. Cer-

tain reports may require participants to go beyond

simply counting the number of occurrences. For

instance, researchers may be interested in determin-

ing how much pain a person has felt over the

course of a week. Presumably, the researcher would

want to know the number of occasions during

which a respondent felt pain in addition to the

duration and intensity of those episodes. An overall

judgment of pain would require the integration of

the frequency, duration, and intensity information.

Unfortunately, this type of integration is difficult to

do, and judgments that require such computations

are very difficult to make (Kahneman, 1999).

For instance, Kahneman and his colleagues have

shown that respondents often neglect the duration of

an episode when making an overall evaluation

(although see Ariely, Kahneman, & Loewenstein,

2000, for a discussion of some unresolved issues

regarding this effect). In one study that demonstrated
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this effect, Redelmeier and Kahneman (1996) exam-

ined the amount of pain patients experienced during

a colonoscopy. Participants reported their pain every

minute during the procedure, and then at the end of

the procedure they provided an overall evaluation of

the amount of pain they experienced. Redelmeier

and Kahneman showed that the duration of the

painful experience was relatively unimportant in

determining the overall evaluation of the procedure.

Instead, two factors—the peak intensity and the end

intensity—were strongly predictive of the overall

evaluation. Participants seemed to focus on the worst

pain they experienced during the procedure and the

pain they experienced at the end of the procedure

when computing an overall evaluation.

Redelmeier, Katz, and Kahneman (2003) took

advantage of this "peak/end" phenomenon to

improve patients' evaluation of a colonoscopy pro-

cedure. In their study, two groups of participants

went through similar colonoscopies, with pain that

varied from mild to fairly extreme over the course

of the procedure. For one group of participants, the

procedure was then unnecessarily extended with a

period of mild pain. The group who experienced

the extended procedure reported a more positive

global evaluation than the group that experienced

the shorter procedure. This study and others like it

(e.g., Fredrickson & Kahneman, 1993; Kahneman,

Fredrickson, Schreiber, & Redelmeier, 1993; Varey

& Kahneman, 1992) demonstrate that global judg-

ments that require computations beyond simple

counting often involve heuristic processes that lead

to judgments that are not necessarily logical.

Self-reports of ongoing psychological phenomena.

Reporting the frequency and intensity of past expe-

riences is clearly a complicated process. But addi-

tional processes come into play when people are

asked to report on psychological constructs like

attitudes, intentions, and beliefs. For instance,

when reporting on an attitude, respondents must

first develop an understanding of the object to be

evaluated, search their memory for relevant infor-

mation about the object, and then determine how

they feel about it (Schwarz, 1999). Similar

processes must occur when reporting on beliefs and

intentions, although there may not be any evalua-

tive component with these latter reports.

Initially, researchers interested in this type of

self-report judgment relied on what is known as a

"file-drawer" model of psychological judgment

(Tourangeau et al., 2000, for a review of these early

theories). According to the file-drawer model, when

researchers ask people to respond to a self-report

item (e.g., an attitude question or a personality

item), individuals should have ready-made

responses that they can simply access and report.

Subsequent research has shown that self-reports of

psychological phenomena are rarely made in this

way. Instead, people often construct judgments on

the spot using information available to them at the

time (Schwarz, 1999). Some of this information—

chronically accessible information—may be used

very consistently from one judgment occasion to

the next. Other temporarily accessible information

may be used inconsistently across occasions. Judg-

ments based on chronically accessible information

should be stable across situations, whereas judg-

ments based on temporarily accessible information

will likely be unstable over time (Schimmack,

Diener, & Oishi, 2002).

To demonstrate that respondents do use tem-

porarily accessible information to construct attitude

judgments on the spot, Schwarz and Clore (1983)

examined the situational factors that influenced

judgments about satisfaction with life. In their

study, experimenters called participants and asked

them about their life satisfaction either on a warm,

sunny day or on a cold, rainy day. Presumably, peo-

ple should feel better on the sunny day than on the

rainy day. If people construct satisfaction judgments

on the spot, then judgments may be influenced by

current mood. In accordance with this prediction,

satisfaction judgments were higher on the sunny

day than on the rainy day.

Interestingly, Schwarz and Clore (1983) were

able to demonstrate how the temporarily accessible

mood information was used in constructing global

satisfaction judgments. Mood effects have repeat-

edly been shown to influence judgments, but there

has been debate about the process that underlies

this effect (see Schwarz & Clore, 1996, for a
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review). Some researchers argue that mood affects

judgment by increasing the likelihood that mood-

congruent information will be accessible at the time

of judgment (e.g., Bower, 1981; Isen, Shalker,

Clark, & Karp, 1978). A person in a good mood

who is asked to make a satisfaction judgment may

be able to remember more positive aspects of his or

her life than would someone in a bad mood, and

this increased recall of positive information would

lead to higher satisfaction judgments. Schwarz and

Strack (1999), on the other hand, argued that peo-

ple's current mood serves as "a parsimonious indi-

cator of their well-being in general" (p. 75). In

other words, rather than thinking carefully about

the conditions in their lives, people may simply

consider how they feel at that moment and use that

as a proxy for a more carefully constructed judg-

ment. To demonstrate that this process is likely

occurring, Schwarz and Clore manipulated situa-

tional factors in such a way as to have participants

discount the informational value of their current

mood. Specifically, in one condition, the caller first

asked participants how the weather was at their

location. Presumably, this manipulation alerted the

participant to the fact that their mood might be due

to the weather. In this condition, there were no dif-

ferences between people who were asked about

their satisfaction on sunny days versus those who

were asked on rainy days.

Research shows that many different types of

information can be used in self-reported judgments.

For instance, when judging one's satisfaction with

life, a person presumably reviews the conditions in

his or her life and uses that information to make a

judgment. Unless the search is always exhaustive,

anything that makes relevant information more

salient at the time of judgment will increase the

likelihood that that information will be used. Thus,

simply asking people to think about relevant infor-

mation before making a judgment will increase the

probability that that information will be used.

Schwarz et al. (1991; also see Strack, Martin, &

Schwarz, 1988), for example, showed that asking

people about their satisfaction with life immediately

after they were asked about their satisfaction with

their relationship increased the correlation between

responses to the two questions (as long as non-

redundancy norms were not activated). Presumably,

by making the relationship salient at the time of

judgment, the experimenters increased the likeli-

hood that the respondent would use that informa-

tion when making the life satisfaction judgment.

In addition, making an evaluative judgment of

some object often requires comparing that judg-

ment to some additional standard (Schwarz, 1999).

Thus, any situational factors that influence the

comparison standards that participants use will

influence their evaluation. For instance, Strack,

Schwarz, and Gschneidinger (1985) asked partici-

pants to report on three positive or negative life

events that happened to them in the recent or dis-

tant past. Then, participants were asked to rate

their current life satisfaction. Presumably, partici-

pants who reported on recent events would exhibit

assimilation effects in which the recent positive

events made their current life seem better and

recent negative events made their current life seem

worse. Participants who reported on more distant

events, on the other hand, should exhibit contrast

effects in which the positive and negative events

were part of a previous state of affairs against which

his or her current life could be compared. Not sur-

prisingly, the participants who reported recent posi-

tive events reported higher life satisfaction than

participants who reported recent negative life

events. However, participants who reported three

distant positive events actually reported lower satis-

faction than participants who reported distant nega-

tive events. This study shows that salient

information about comparison standards may also

affect evaluative judgments of an object itself.

A complete review of all the sources of informa-

tion that could influence self-reported judgments is

beyond the scope of this chapter, but it is important

to note that respondents often use information that

is not always obvious. For instance, Schwarz and

Clore (1996) reviewed evidence that people use

feelings as information, even if those feelings have

very little to do with the judgment itself. Schwarz,

Bless, Strack, Klumpp, Rittenauer-Schatka, and

Simons (1991) demonstrated this in a study that

investigated whether people use the perceived diffi-

culty of recalling trait-relevant behaviors when

making personality judgments. Specifically, they
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asked one group of participants to report 6 exam-

ples of assertive behaviors in which they engaged,

and they asked a second group of participants to

report 12 examples of assertive behaviors. The for-

mer task should be accomplished more easily than

the second task, and participants may use feelings

of difficulty in retrieval as information about their

standing on a trait. In accordance with their

hypotheses, Schwarz et al. found that participants

in the 12-behavior condition rated themselves as

being lower in assertiveness than did participants in

the 6-behavior condition although participants in

the 12-behavior condition remembered and

reported more assertive behaviors. Studies like this

one show that a broad array of informational factors

can influence subjective judgments.

The major question for researchers who use

self-reports is the extent to which global self-

assessments are driven by irrelevant and temporar-

ily accessible information versus relevant and

chronically accessible information. Although

numerous experimental studies show that tem-

porarily accessible information does affect judg-

ments, other correlational research shows that

chronically accessible information may outweigh

these irrelevant factors. To address this question,

Schimmack, Diener, and Oishi (2002) explicitly

asked participants to report on the information that

they used to compute well-being judgments. They

found that people reported using chronically acces-

sible information when making judgments, and the

factors that respondents said they used did, in fact,

correlate with their satisfaction judgments. In addi-

tion, those individuals who reported using different

sources of information at different times had less

stability in their well-being scores. Similarly, Eid

and Diener (2004) showed that factors like current

mood do not play a large role in subjective reports

of well-being. Instead, well-being reports are rela-

tively stable, even in the face of changing mood

across situations.

Reporting a Response
The final step in making a self-reported judgment is

to communicate that judgment to the investigator.

Anything that impedes the accuracy of this commu-

nication will affect the validity of the report. For

instance, when reporting on illegal or other socially

undesirable behaviors, participants may simply

decide not tell the truth. Alternatively, when asked

to respond using a Likert response scale, respon-

dents may attempt to provide an accurate response,

but different respondents may use the scale differ-

ently, resulting in unwanted method variance. As

with all the other steps in the process of construct-

ing a self-reported judgment, we must first ask what

can go wrong when communicating a response. We

can then go on to investigate the evidence that such

errors do occur and the impact that these errors

have on the validity of self-report measures.

Perhaps the most widely studied issue in the

communication of self-reported judgments is the

extent to which socially desirable responding dis-

torts the validity of self-report measures. At its sim-

plest, socially desirable responding can be defined

as the tendency to endorse items that others would

consider to be positive. Early work in the area

focused on social desirability both as a property of

items or scales and as an individual difference vari-

able (Edwards, 1957; Messick, 1960; Wiggins,

1964). Edwards (1953, 1957), for instance, demon-

strated that the probability that respondents would

endorse an item could be predicted by the degree to

which the trait or characteristic in the item was

socially desirable. Researchers used this finding to

argue that participants were not responding to the

content of the items, but rather to the desirability of

the items (see Hogan & Nicholson, 1988; Nichol-

son & Hogan, 1990, for a discussion). An alterna-

tive possibility, of course, is that desirable

characteristics are, in fact, more common than

undesirable ones (Edwards, 1953).

What is more troublesome for researchers inter-

ested in self-report methodology is that the tendency

to endorse socially desirable responses varies across

individuals, and this individual difference tends to

correlate moderately to strongly with measures of

adjustment. Messick (1960), for instance, showed

that the tendency to respond in a socially desirable

manner was reliably correlated with several clinical

and personality scales. Such findings have led to the

question of whether individual differences in per-

sonality and adjustment scales reflect individual dif-

ferences in socially desirable responding to a greater
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extent than they reflect the content the scale devel-

opers intended to measure.

Attempts to understand and control for social

desirability are complicated by the fact that most

modern researchers believe that social desirability is

not a single, unidimensional construct. Instead,

most current models focus on a two-factor structure

that may underlie the various measures of social

desirability (Paulhus, 1984). The first of these fac-

tors reflects an intentional attempt to present one-

self in a favorable light. Paulhus labeled this

individual difference as impression management.

He contrasted individual differences in this con-

scious process with individual differences in self-

deception. According to Paulhus, self-deception was

a more unconscious process that reflects respon-

dents' belief that they are better than objective

information would suggest.

Several theorists have offered suggestions on

how to deal with the unwanted variance that

socially desirable responding adds to scale scores

(Block, 1965; Edwards, 1957; Nederhof, 1985;

Paulhus, 1981). These suggestions vary depending

on which aspect of social desirability one wants to

control. For instance, some researchers have noted

that socially desirable responding seems to be more

pronounced in face-to-face interviews than in mail

surveys or other more anonymous formats (e.g.,

Richman, Kiesler, Weisband, & Drasgow, 1999;

Strack, Schwarz, Chassein, Kern, & Wagner, 1990).

If so, the impact of social desirability may be

reduced by ensuring anonymity. However, this strat-

egy may work better for the more conscious process

of impression management than for the more

unconscious process of self-deception.

In addition, there are various statistical tech-

niques and questionnaire construction techniques

that researchers can use to limit the effect of social

desirability. Paulhus (1981) organized these meth-

ods into three categories: rational, covariate, and

factor-analytic techniques. Rational techniques

focus on developing scales in which it is difficult to

determine which items or responses are socially

desirable or in which all items are matched for

desirability (e.g., forced choice items in which

respondents are asked to choose between two

equally desirable responses can lessen the impact of

social desirability).

The second strategy for dealing with social desir-

ability is the use of covariation techniques (Paul-

hus, 1981). These methods require the

administration of some measure of socially desir-

able responding in addition to the content scales of

interest. If social desirability adds unwanted vari-

ance to a measure, then it should act as a suppres-

sor variable. Thus, by first controlling for the effects

of social desirability, the correlation between a self-

report and an outcome or criterion variable should

increase (Paulhus, 1981). However, the usefulness

of this technique may vary depending on which

aspect of social desirability one is measuring. A

number of researchers have argued that the self-

deception aspect of social desirability is related to

measures of adjustment, and controlling for individ-

ual differences in self-deception may remove valid

variance (McCrae & Costa, 1983; Paulhus, 1984).

To test this possibility, McCrae and Costa (1983)

compared corrected and uncorrected self-reports of

personality with the external criterion of spouse

reports. If social desirability distorts test scores,

then the corrected self-reports should correlate

more strongly with the spouse reports than the

uncorrected self-reports. However, their results indi-

cated that correcting for social desirability failed to

improve the validity of self-reported personality.

Instead, McCrae and Costa sometimes found lower

correlations between corrected self-reports and the

criterion variables. This pattern of findings suggests

that controlling for social desirability may remove

meaningful variance from test scores.

The third approach to dealing with social

desirability is useful when extracting factors from

an item (or scale) correlation matrix (Paulhus,

1981). Early research on social desirability

focused on the extent to which the factors that

emerged when a broad array of personality and

adjustment scales were factor analyzed repre-

sented content factors versus social desirability

(e.g., Block, 1965; Messick, 1991). Paulhus

(1981) argued that because socially desirable

responding will affect most items, the first unro-

tated factor that emerges from a factor analysis
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will reflect social desirability (Paulhus gives

strategies for verifying this). If so, the first factor

could be dropped, the item communalities

adjusted, and the remaining factors rotated in any

way that the researcher feels is appropriate. Pre-

sumably, this would result in factors that are free

from influence of socially desirable responding.

There are two major types of effects that

researchers examine when looking at the role of

social desirability in self-reported assessment: the

effect of social desirability on the criterion validity of

a measure and the effect of social desirability on the

underlying factor structure. Researchers have

debated the pervasiveness and importance of these

effects for decades (see, e.g., Block, 1965; McCrae &

Costa, 1983; Messick, 1991; Rorer, 1965; Smith &

Ellingson, 2002). However, in a recent series of stud-

ies within the organizational literature, Ellingson

and her colleagues provided evidence that neither of

these two types of effects tends to be large. Elling-

son, Sackett, and Hough (1999) asked participants

to complete personality inventories under two sepa-

rate instructions, an honest condition and a "fake-

good" condition. Ellingson et al. then corrected the

faked scores for social desirability and compared

corrected reports with the honest reports. They

found that the corrected mean scores on the person-

ality scales were closer in value to the honest scores,

but that validity of the scales (as indicated by the

correlation between the corrected and honest scores)

was not improved after correction. In addition, when

examining the implications for selection procedures

in an organizational context, they concluded that

"applying a correction made little difference in the

proportion of correct selection decisions across vari-

ous selection scenarios" (p. 163). Ellingson, Smith,

and Sackett (2001) also examined the effects of

social desirability on the factor structure of personal-

ity scales by using multigroup confirmatory factor

analysis across groups of high and low socially desir-

able responders. Social desirability had very little

effect on the factor structure of the measures

(although other studies have found such effects; see

Ellingson et al., 2001, for a review).

Social desirability is not the only process that

can affect the communication of self-reported judg-

ments. Researchers have also focused on such

response styles and response sets as acquiescence

(the tendency to answer "true" or "yes"), deviance

(the tendency to give strange or unusual

responses), or extreme responding (the tendency to

use extreme numbers). Anastasi (1988) noted that

like research on social desirability, debate about

these response sets and styles has focused on the

extent to which these individual differences reflect

irrelevant versus meaningful trait variance.

Although debate about the pervasiveness of these

response processes continues, researchers should be

aware that these effects may influence the commu-

nication of self-reports and take steps to avoid them

or measure their impact. Of course, as the other

chapters in this volume make clear, multimethod

research is one of the best ways to overcome the

problems associated with communicating self-

reported judgments.

ACCURACY OF SELF-REPORTS

Given that many problems can emerge when

respondents construct a self-reported judgment, the

final issue that we will address concerns the accu-

racy and validity of the self-report method.

Although errors surely do occur, they often do not

severely limit the validity of the measures. For

instance, self-reports often agree with non-self-

report measures of the same construct. Within the

well-being domain, for instance, researchers have

shown that self-reports of happiness and life satis-

faction correlate moderately to strongly with such

diverse methods as observer ratings, online assess-

ments, and cognitive measures including the num-

ber of positive and negative memories that can be

recalled in a short period of time (Lucas, Diener, &

Suh, 1996; Pavot, Diener, Colvin, & Sandvik,

1991). Similarly, personality researchers have

shown that although the accuracy of self-reports

varies across individuals, contexts, and the specific

trait or behavior being rated, self-reports are often

very good predictors of alternative measures of the

same construct (Gosling, John, Craik, & Robins,

1998; John & Robins, 1993; Spain, Eaton, & Fun-

der, 2000).
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Furthermore, even when self-reports disagree

with non-self-report methods, there is often evi-

dence that the disagreement is not due to mistakes

on the part of the respondent. For instance, Nelson

et al. (1983) examined the discrepancies between

self-reported and doctor-rated health. When Nelson

et al. asked doctors about the discrepancies, they

found that in 44% of the cases, the doctors reported

that the discrepancy was due to their own error. An

additional 12% of discrepancies stemmed from a

lack of knowledge of the patient. Other studies

show that even when self-reports of health differ

from non-self-report methods, the self-reports often

predict important outcomes including mortality

(e.g., Ganz, Lee, & Siau, 1991; McClellan, Anson,

BirkeLi, & Tuttle, 1991; Mossey & Shapiro, 1982;

Rumsfeld et al., 1999). Thus, although errors in

self-reported judgments surely occur, self-reports

often demonstrate impressive accuracy, predictabil-

ity, and utility in important research settings.

SUMMARY

The research reviewed in this chapter demonstrates

that some degree of skepticism about global self-

assessment is warranted. The processes involved in

constructing responses to self-report questions are

complicated, and these processes do not always occur

in a logical and consistent manner. Respondents may

fail to think carefully about their judgments, they

may use idiosyncratic processes when making a

response, and they may rely on inconsistent and tem-

porarily accessible information rather than conduct-

ing an exhaustive search of their memory.

Furthermore, in many situations it is difficult to tell

whether respondents are accurately communicating

their true response to the researcher. Some respon-

dents may wish to present themselves in a favorable

light, whereas others may simply use response scales

in idiosyncratic and unpredictable ways.

Yet in spite of these limitations, self-reports have

many benefits. These methods are very flexible and

efficient; and perhaps most important, they provide

access to information that would be very difficult to

obtain in any other way. Thus, the key question for

researchers interested in using self-report is whether

the errors and the sources of unwanted variance

described in this chapter strongly affect the validity

of self-report measures. Simply demonstrating that

these effects can occur in experimental studies does

not prove that they severely limit the validity of self-

reports used in other contexts. In some cases, effects

that have been demonstrated in experimental set-

tings have been shown to have only a minimal

impact on the validity of self-report measures (e.g.,

Eid & Diener, 2004). In addition, research in a num-

ber of domains shows that self-reports can be accu-

rate, valid, and predictive of important outcomes.

Self-reports, like any measurement technique,

have distinct strengths and weaknesses. Respon-

dents may have unique access to information about

the construct of interest, but they may be unable or

unwilling to accurately report on this construct.

However, errors that result from respondents' inabil-

ity to remember past behaviors or their unwilling-

ness to accurately report their feelings are unlikely

to be shared across different measurement tech-

niques. For instance, experience sampling measures

of online experiences can be used to counteract

memory problems (Stone & Litcher-Kelly, this vol-

ume, chap. 5); informant reports can be used to

overcome respondents' unwillingness to respond

honestly (Neyer, this volume, chap. 4). In addition,

new developments in implicit and other cognitive

measures (Robinson & Neighbors, this volume,

chap. 9), as well as advances in psychophysiological

measurement (Berntson & Cacioppo, this volume,

chap. 12) offer new alternatives to self-report in

domains like emotion and attitude assessment. Each

technique has its own set of problems, and any sin-

gle strategy will likely be most useful when used in

combination with additional techniques. Thus, self-

reports, like all assessments, are most effective when

used as part of a comprehensive multimethod bat-

tery. Researchers who use multimethod assessment

in this way can reap the benefits of self-report while

avoiding many of the problems associated with this

useful technique.
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INFORMANT ASSESSMENT

Franz J. Neyer

Knowledgeable informants are frequently employed

as data-gathering instruments in all domains of

research in psychology. Informant assessments cor-

respond with one of the basic data types known in

psychology, which has been called L-data (i.e., life

data recorded by observers) by Cattell (1957), 0-

data (i.e., data generated by observers) by Block

(1977), or I-data (i.e., data derived from inform-

ants) by Funder (2004). Informants are people who

usually share some brief history with a studied tar-

get. In addition to close relationship partners (e.g.,

spouses, peers, parents, siblings), other people

with a lesser degree of acquaintance can also serve

as informants (e.g., experts, teachers, workmates,

etc.). Even so-called zero-acquaintances, who only

observe episodes of a target's behavior within short

interactions or from brief exposure, can also be

informative. A variety of formats are used in

informant assessment, including frequency esti-

mates of specific behavior, ratings on global person-

ality scales, Q-sort ratings of trait or behavioral

profiles, and rank orders of individuals in groups.

From a multitrait-multimethod perspective, inform-

ant assessment is a highly desirable tool to establish

convergent validity. A strong convergent validation

of a trait or behavioral construct is verified by

strong heteromethod correlations of informant-rated

measures with self-ratings, behavioral measures, or

other operational criteria (Campbell & Fiske, 1959;

Hoyt, 2000; Moskowitz, 1986; Ozer & Reise, 1994).

The problem of informant assessment equates to

the problem of accuracy in interpersonal judgment,

which Allport (1937) considered as a central topic

of personality psychology. The veridicality of

informant assessment usually depends on the

knowledge of informants, the observability of

assessed traits, the aggregation level of informant

ratings, and judgmental biases (Epstein, 1983;

Rushton, Brainerd, & Pressley, 1983). Despite these

problems, informant assessment is successfully used

in many fields of psychological research. In person-

ality and social psychology, informant ratings are

frequently used to validate self-ratings of personal-

ity traits (e.g., Costa & McCrae, 1988; McCrae,

1994; Moskowitz & Schwarz, 1982; Roberts,

Harms, Smith, Wood, & Webb, this volume, chap.

22; Smith & Harris, this volume, chap. 26). Some-

times self-ratings are contrasted with informant rat-

ings (i.e., to study the extent and the effects of

self-enhancement—e.g., Asendorpf & Ostendorf,

1998; Colvin, Block, & Funder, 1995). In develop-

mental psychology, knowledgeable informants

(e.g., parents, teachers, or peers) can be asked

about the personality and behavior of children (e.g.,

Achenbach, McConaughy & Howell, 1987; Coie,

Cillessen, Dodge, Hubbard, Schwartz, Lemerise, &

Bateman, 1999; Kremen & Block, 1998; Morris,

Robinson, & Eisenberg, this volume, chap. 25). In

clinical psychology, informants can provide impor-

tant knowledge on adults' and children's psy-

chopathology like symptomatic or personality

disorders (e.g., Bagby, Rector, Bindseil, Dickens,

Levitan, & Kennedy, 1998; Ball, Rounsaville, Ten-

nen, & Kranzler, 2001; Burns & Haynes, this vol-

ume, chap. 27; Stanger & Lewis, 1993; Zucker,

Morris, Ingram, Morris, & Bakeman, 2002).
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This chapter gives an overview of the conceptual

and methodological basics of informant assessment.

Starting with a brief outline of Brunswik's lens

model approach, the problem of accurate informant

assessment is discussed. After a historical sketch of

the role of informant assessment in accuracy

research, three basic theoretical models of person

perception are presented and discussed regarding

their usefulness for informant assessment. The

chapter then focuses on the validity of informant

assessment and how it can be improved by consid-

ering important moderator variables. Finally, some

guidelines for practice with respect to research

design and statistical issues are presented.

BRUNSWIK'S LENS MODEL OF

PERCEPTION

The veridicality of informant assessment is best

conceptualized in terms of Brunswik's (1956) lens

model, which serves as a common base for contem-

porary approaches to person perception (see

Schmitt, this volume, chap. 2, Figure 2.2). The left

side of the model is the target, or sender, who

encodes cues, some of which are veridical indica-

tors of underlying traits or behavioral dispositions

(i.e., Ml). On the right side is the informant, or

perceiver, who decodes the behavioral cues that

serve as a kind of lens through which a perceiver

infers the underlying trait of a given target (i.e.,

M2). Overt cues, for instance, "seeks direct eye con-

tact" and "initiates conversation" may serve as indi-

rect cues leading the informant to infer a target's

high level of extraversion. In Brunswik's model,

cue utilization refers to the link between the observ-

able cues and an informant's judgment. The link

between the observable cue and the target's actual

standing on the trait is referred to as cue validity. If

both these links are veridical, then the informant's

judgment should converge with the underlying trait

and will result in functional achievement, which is

equivalent to accurate informant assessment and is

the third link.

How can the three links in Brunswik's lens

model be operationalized? Cue utilization refers to

the informant's decoding of behavioral cues and

results when the informant's trait ratings of the tar-

get correlate with observable behavioral cues. Cue

validity, in contrast, refers to a target's encoding of

behavioral cues and results when the target's under-

lying trait correlates with the observed behavioral

cues. Functional achievement represents the accu-

racy of the informant, which is a probabilistic asso-

ciation or in other words the correlation of the

informant's trait rating with a given criterion. In

general, decoding (i.e., cue utilization) is found to

be stronger than encoding (i.e., cue validity), sug-

gesting that the empirical association between

informant ratings and observable cues is stronger

than the association between the underlying traits

and observable cues, especially when reliable

assessments are obtained by using multiple inform-

ants (e.g., Borkenau & Liebler, 1992, 1993; Funder

& Sneed, 1993; Gifford, 1991, 1994; Gosling, Ko,

Mannarelli, & Morris, 2002; Scherer, 1978).

THE CRITERION PROBLEM OF ACCURATE

INFORMANT ASSESSMENT

In terms of Brunswik's lens model, accurate per-

ception is characterized by the convergence of cue

validity and cue utilization. When researchers

examine the accuracy of informant assessment, they

inevitably face the criterion problem. Kruglanski

(1989b) discussed three distinct notions of accu-

racy criteria used throughout the literature (i.e., the

correspondence between a judgment and one or

more independent indicators of the psychological

construct, interpersonal consensus, and pragmatic

utility). The first two meanings of accuracy appear

most commonly, although they still leave

researchers with the difficult challenge to convinc-

ingly justify their choice of criterion. Kenny (1994)

proposed a general taxonomy of such correspon-

dence-based criterion measures, which are either

implicitly or explicitly used in informant assess-

ment: (a) self-reports, (b) consensus, (c) expert rat-

ings, (d) behavioral observations, and (e)

operational criteria.

Self-reports can focus on personality traits,

preferences, internal states, and cognitions, etc.

Researchers frequently validate self-ratings and

informant-ratings against each other and use the

convergence of self-ratings and informant ratings
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(i.e., self-other agreement) as one indicator of accu-

racy (e.g., Borkenau & Liebler, 1992; Funder,

1995), whereas others warn against using self-rat-

ings as accuracy criteria, because self-reports may

be invalid for several reasons (Kenny, 1994). First,

self-reports may be biased because of social desir-

ability and self-enhancement tendencies. Second, in

some instances informants may have more privi-

leged access to information than the self, or vice

versa. Third, when the informant and the target are

acquainted, the target may influence the informant

with his or her standing on the trait. Nevertheless,

self-ratings may be a valid criterion of informant

accuracy if informant assessment is used to deter-

mine the subjective self-concept of one's personality.

Consensus refers to the agreement between two

or multiple informants and is frequently observed

to reach considerable levels (e.g., Ambady &

Rosenthal, 1992; Borkenau, Mauer, Rieman,

Spinath, & Angleitner, 2004; Borkenau, Riemann,

Angleitner, & Spinath, 2001; Kenrick & Stringfield,

1980; Malloy & Albright, 1990; Paunonen & Jack-

son, 1987). In a general sense, accuracy implies

consensus, and some researchers view consensus as

a prerequisite of accuracy, rather than accuracy as a

prerequisite of consensus. According to Funder

(1995), consensus may be a necessary condition of

accuracy, if accuracy is conceptualized in realistic

terms. If parents, siblings, and teachers agree on an

adolescent's level of introversion, for instance, the

mean impression of these informants may converge

with how this adolescent really behaves with peers

or strangers. Although informants may certainly

agree on a target, informants may not reach consen-

sus, even though each informant may be partially

accurate (e.g., the adolescent may be judged as cool

by his peers, whereas his parents see him as irrita-

ble and anxious). Although these views are incon-

sistent, both are accurate in the contexts in which

they were observed. Therefore, according to Kenny

(1991), consensus is neither a necessary nor a suffi-

cient condition for accuracy.

Expert ratings, obtained by professionals (e.g.,

teachers, clinicians, superiors, subordinates, col-

leagues, etc.) are used when a professional person,

by definition, is judged to know the true state or

disposition of the target under study. However,

experts are not necessarily more useful than knowl-

edgeable informants, because expert judgments also

need validation. Thus the issue of accuracy of

experts is as unresolved as the issue of accuracy of

knowledgeable informants; why in a strict sense,

expert ratings provide a criterion of consensus

rather than accuracy in terms of Brunswik's model.

In addition, a single expert might not exist to serve

as the perfect criterion, and some experts hold

more "expertise" than others, especially when

studying a highly domain-specific trait or behavior.

Behavioral observation is often considered as the

king's road to estimate a target's true trait, because it

relies more on concretely coded or categorized

behaviors instead of on vague judgments. The dis-

advantage of behavior observation as a criterion of

accuracy is, however, related to its high costs in

terms of time and methodology and its poor retest-

consistency (Kenny, 1994). Although behavior

observations can be improved by establishing high

interrater reliability and the employment of objec-

tively defined rating scales, in the end, behavioral

observations strongly depend on situational factors

and may be therefore conceived as arbitrary. Never-

theless, some important studies have shown that

personality judgments by knowledgeable inform-

ants could yield substantial behavioral prediction

(e.g., Funder & Colvin, 1991; Moskowitz &

Schwarz, 1982). The epistemic relationship between

behavior observation and accuracy is different from

the relationship between consensus and accuracy:

Whereas accuracy generally (albeit not always)

implies consensus but consensus does not imply

accuracy, the relation is reversed in behavior obser-

vation. An informant judgment can certainly hold

accuracy regarding a particular observed behavior,

but as noticed by Funder (1999, p. 106), a judg-

ment that does not predict a particular behavior

may still show accuracy toward predicting other

behaviors.

Operational criteria can be useful if the criterion

is known directly by definition (e.g., job perform-

ance or diagnostic criteria of psychological disor-

ders). Such operational criteria can be also defined

through experimental manipulation, as it is often

used in lie detection and deception research

(DePaulo, Lindsay, Malone, Muhlenbruck, Charlton,
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& Cooper, 2003). According to Kenny (1994),

operational criteria are less useful in determining

the validity of personality ratings because it seems

difficult to think of operational criteria. Neverthe-

less, some progress has been made, for instance, by

the act frequency approach of personality, which

maintains that personality crystallizes in the fre-

quency of behavioral acts in the past (Buss &

Craik, 1983). Extraversion ratings, for instance,

could be validated by the number of sociable acts,

whereas agreeableness could be reflected in the fre-

quency of conflict at the workplace.

In general, self-other agreement and consensus

are the most frequently used strategies of measuring

the accuracy of informant assessment. Informant

accuracy certainly requires self-other agreement

and consensus. In a very strict sense, however, con-

sensus and self-other agreement refer to the consis-

tency of ratings and thus pertain to the issue of

reliability that can be increased by the use of multi-

ple informants, which in turn may increase validity

in terms of behavior prediction (McCrae, 1994;

Moskowitz & Schwarz, 1982). Although there are

similarities between consensus and self-other agree-

ment, there are also empirical and theoretical differ-

ences (e.g., John & Robins, 1993; Kenny, 1994;

Kenrick & Stringfield, 1980). Informant ratings can

also be aggregated across multiple informants,

which obviously is impossible with self-ratings, and

informant ratings are sometimes found to be more

predictive of actual behavior than self-ratings (e.g.,

Kolar, Funder, & Colvin, 1996). It could therefore

be argued that—contrary to a naive appreciation of

self-ratings as being more valid than other ratings—

informants' ratings were generally as, or even more,

valid in terms of behavior prediction. Only very few

studies have addressed this question and asserted

that informant ratings are sometimes more predic-

tive of actual behavior than self-ratings (e.g., John

& Robins, 1993; Levesque & Kenny, 1993).

Although the evidence is not very strong, informant

ratings are slightly more valid if highly evaluative

traits are assessed (e.g., physical attractiveness or

charm, which are traits that can only be known via

impression on others). In contrast, self-ratings may

be more predictive regarding inner emotional states,

which are only made known to others if the self

shares them or accidentally gives a clue about his or

her emotion.

THEORETICAL MODELS OF PERSON

PERCEPTION

The history of using informant assessment is closely

linked to the history of research in accuracy of per-

son perception. Two waves of accuracy research can

be distinguished. During the first half of the 20th

century, when research on the accuracy of personal-

ity judgment was flourishing (e.g., Taft, 1955; Ver-

non, 1933), researchers commonly questioned how

well members of a group agreed in their judgments

of each other. The typical accuracy criterion of the

informant judgments was self-other agreement or

consensus. One of the first critiques of judgmental

accuracy research argued that judges did nothing

other than project their own personality character-

istics on their target. The most damaging critique

was proposed by Cronbach (1955) and Gage and

Cronbach (1955), who argued that measures of

accuracy used in studies of self-other agreement

and consensus (e.g., discrepancy or profile-similar-

ity scores) were hopelessly contaminated by artifac-

tual components, which were often independent of

an informant's ability to assess a target's personality

or behavior.

According to Cronbach's critique, accuracy meas-

ures consist of four components (see Figure 4.1).

The first component, elevation, reflects the corre-

spondence between the informant's mean judgment

across targets and traits and the overall mean across

targets and traits. Elevation occurs if judges and tar-

gets use the same response sets. As a result, self-

other agreement and consensus would be high for

artificial reasons. The second component, stereotype,

pertains to the correspondence between an infor-

mant's mean rating over all targets and targets' aver-

age criterion ratings on that trait in question.

Stereotype ratings result when an informant's ratings

reflect the "average" personality, although the rating

could be accurate to the extent to which the target

resembles the average person. The third component,

differential elevation, refers to the correspondence

between an informant's trait ratings averaged for one

target and the target's averaged criterion ratings,

46



Informant Assessment

Judgment Constant + Trait Target + Uniqueness

Elevation Stereotype
accuracy

Differential
elevation

Differential
accuracy

Criterion Constant + Trait Target + Uniqueness

FIGURE 4.1. Cronbach's four components of accuracy. Adapted from "Accuracy in Interpersonal Per-
ception: A Social Relations Analysis," by D. A. Kenny and L. Albright, 1987, Psychological Bulletin, 102,
p. 391. Copyright 1987 by the American Psychological Association.

which is the general view the informant has of a spe-

cific target. The final component of informant judg-

ments is differential accuracy, which refers to what is

left when all the other components are controlled

for: the correspondence between the judge's rating of

each trait for each target and the criterion scores of

each trait for each target. Projection, or assumed simi-

larity, another possible component of judgments,

results when an informant uses his or her self-con-

cept as a proxy for the target rating. According to

Cronbach, only two of these components reflect

meaningful accuracy: differential elevation and differ-

ential accuracy. Elevation and stereotype accuracy, in

contrast, result from the match between the judge's

response set and the criteria, whereas projection is

viewed as an error of interpersonal perception.

Cronbach's criticism has led to many misunder-

standings. It did not call into question the possibil-

ity of self-other agreement or consensus and not

even the existence of accuracy per se, rather it was

concerned with how the accuracy of informant rat-

ings was calculated. Cronbach's critique had

tremendous consequences for research in personal-

ity and social psychology and directed psychologi-

cal science to other supposedly less complicated

topics like the study of error and cognitive

processes in person perception (Funder, 1995,

1999). No one wanted to open a Pandora's box of

methodological problems, components, and arti-

facts, although "a few brave souls continued to

work on the topic" (Kenny, 1994, p. 124).

The second wave of accuracy research, begin-

ning in the 1980s, started out on the Brunswikean

premise that accurate judgment of real people is

possible in real settings. According to Funder

(1995, 1999), three approaches to accuracy can be

currently distinguished. First, the pragmatic

approach views person perception as accurate if it is

useful and improves social functioning (Swann,

1984). Second, the constructivist approach as dis-

cussed by Kruglanksi (1989) assumes that personal-

ity and behavior can never be known for certain,

and the best researchers can do is to look for where

observers reach consensus. Third, the realistic

approach by Funder (1995) relies on critical real-

ism, which maintains that psychological reality

does exist, although there may be multiple accesses

to it. The following review presents three models of

interpersonal perception. David Kenny's two mod-

els, the social relations model and the weighted

average model, are best characterized as construc-

tivist, whereas David Funder's realistic accuracy

model is guided by the realistic approach. Although

these models are general approaches to interper-

sonal perception, this review examines specific

implications for informant assessment.

The Social Relations Model (SRM)

The social relations model (SRM) can be viewed as

an application of the generalizability theory to data

obtained from interpersonal, reciprocal designs. The

SRM explicitly accounts for several of the accuracy
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components suggested by Cronbach (1955), but it

also addresses other features of person perception

like consensus, self-other agreement, metapercep-

tion, and reciprocity. According to Kenny (1994),

accuracy research must be nomothetic, interper-

sonal, and componential—the SRM fulfills these

requirements: The model is nomothetic in that it

measures accuracy for a given trait instead of indi-

vidual differences in accuracy of judgments. The

SRM is componential, because judgment and crite-

rion are divided into components, and accuracy is

estimated through the correspondence between the

sets of components. Finally, the SRM is interper-

sonal and explicitly acknowledges the two-sided

nature and reciprocity of interpersonal perception,

where people are both judges and targets at the

same time. Consistent with Cronbach's suggestions,

the SRM examines the accuracy among informants'

ratings of single personality traits instead of measur-

ing accuracy across profiles of traits. Unlike Cron-

bach's approach, however, the SRM does not

consider the accuracy of a single informant, but

rather focuses on accuracy for a given trait across a

set of informants and targets. The employment of

the SRM, therefore, requires a "round-robin" design,

in which all informants rate all targets. Alternatively,

one may also apply a "block" design, in which par-

ticipants are divided in two groups, and each partic-

ipant rates all members of the other group.

The components of accuracy are estimated in a

fashion similar to Cronbach's approach. In particu-

lar, four types of accuracy are distinguished (see

Figure 4.2; Kenny, 1994; Kenny & Albright,

1987). Elevation accuracy pertains to the match

between the informants' average response set and

the average response on the criterion rating in

terms of self- or other judgments, which is virtually

equivalent to the difference between overall means

of the judgment and the criterion (across all

informants and targets). Percdver accuracy refers to

the correspondence between the informant's average

response and the average score of targets. General-

ized accuracy reflects how a person is generally

viewed by others (i.e., specifically, the correlation

between how one is generally predicted to behave

and how he or she actually behaves). According to

Kenny (1994), this kind of accuracy probably corre-

sponds most closely to a naive understanding of

accuracy. The final component, dyadic accuracy,

concerns an informant's unique prediction of a tar-

get's behavior, over and above the prediction of

other informants. Consider a group of job appli-

cants rating each other's cooperativeness in an

assessment center task. Whereas elevation accuracy

simply reflects the extent to which the mean evalu-

ation of cooperativeness across perceivers and tar-

gets meets the mean criterion level of cooperation,

the perceiver accuracy shows how a perceiver's
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FIGURE 4.2. Four types of nomothetic accuracy. Adapted from "Accuracy in Interpersonal Perception: A Social

Relations Analysis," by D. A. Kenny and L. Albright, 1987, Psychological Bulletin, 102, p. 396. Copyright 1987

by the American Psychological Association.
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average rating corresponds with the average cooper-

ativeness of others toward him and thus may even-

tually work like a self-fulfilling prophecy.

Generalized accuracy, in contrast, reflects whether

the cooperative behavior of a group member corre-

sponds with how it is perceived and judged by all

others, whereas the dyadic accuracy of a perceiver

predicts exactly how much a group member will

cooperate with him or her.

The SRM's definitions of accuracy are not identi-

cal with Cronbach's. Although generalized accuracy

resembles Cronbach's differential accuracy, and

dyadic accuracy corresponds with Cronbach's dif-

ferential accuracy, there are fundamental differences

between both approaches. Whereas the SRM con-

siders accuracy for a trait across a set of judges and

targets, Cronbach examined the accuracy of a judge

across a set of targets and traits. Research involving

the SRM has provided some important insights into

interpersonal perception. In ratings of contact fre-

quency in groups, for instance, the generalized

accuracy and dyadic accuracy seem both stronger

than perceiver accuracy (Kenny, 1994). In another

study, zero-acquaintance ratings of extraversion

appeared highly accurate in terms of behavior pre-

diction, with generalized accuracy being again

much stronger than dyadic and perceiver accuracy

(Levesque & Kenny, 1993). Moreover, regarding

consensus, judges tend to view targets as being

similar to each other. At the same time different

judges of the same target person show substantial

agreement, even after only a brief acquaintance

(Albright, Kenny, & Malloy, 1988). Perhaps the

most important finding pertains to the fact that

self-other agreement is substantial because the self

and the judge base their impression on the same

information (i.e., the target's behavior), rather than

the self merely incorporating an impression of oth-

ers, as suggested by symbolic interactionism

(Kenny, 1994).

The SRM also has some complications (see Fun-

der, 1999). First, employing a round-robin design

can be time consuming and expensive, especially

when groups of close relationships like families are

of interest. In these cases, it may be difficult to

bring each family member to the round-robin

design. Second, the results of the SRM can most

clearly be interpreted when each informant (or tar-

get, respectively) has comparable amounts of con-

tact with everyone else. This situation could be

established under experimental conditions,

although such contexts are artificial in comparison

to situations where informant assessment is typi-

cally used (e.g., classrooms, groups, families, etc.).

Third, the interpretation of results is sometimes

complicated because the SRM does not provide

measures of consensus or accuracy in terms of cor-

relation coefficients, but rather compares the rela-

tive proportions of variance accounted for by the

different components of informant ratings

(although these proportions can be converted into

correlation coefficients; see Kenny, 1994).

The Weighted Average Model (WAM)

Whereas the SRM is a statistical model designed for

the decomposition of the components of interper-

sonal perception, the WAM is a general theoretical

model of perception sometimes applied to inform-

ant assessment to predict its qualities (e.g., consen-

sus and self-other agreement). The WAM predicts

that the qualities of informants' ratings are a

weighted function of nine components:

1. acquaintance (i.e., amount of information

informants have about the target),

2. overlap (i.e., the number of target behaviors to

which informants simultaneously have access),

3. consistency (i.e., the cross-situational consistency

of the target's behavior),

4. similar meaning systems (i.e., the extent to which

informants consensually interpret a target's

behavior),

5. physical appearance stereotypes (i.e., stereotypes

related to age, sex, ethnicity, etc. that influence

first impressions),

6. agreement about stereotypes (i.e., culturally driven

stereotypes shared by informants),

7. validity of stereotypes (i.e., the "kernel" of truth

in stereo types),

8. unique impression (i.e., the informants' unique

knowledge of the target), and

9. communication (i.e., degree to which informants

communicate information about the target)

(Kenny, 1991, 1994).
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The nine components of the WAM can each be

related to sources of variances in informant ratings

(i.e., perceiver effects, target effects, and relationship

effects). Perceiver effects are largely represented by

unique impressions and physical appearance stereo-

types, which are unique to perceivers across a set of

targets (e.g., perceiver effects comprise the unique

knowledge and valid stereotypes on age, sex, ethnic-

ity, etc.). Target effects, in contrast, refer to effects

shared between informants across a set of targets and

result from overlap, similar meaning systems, agree-

ment about stereotypes, consistency, and communica-

tion. Finally, relationship effects refer to the specific

dyadic relationship of an informant with the target

and are largely attributable to unique impressions,

lack of similar meaning systems, and nonoverlap.

Similar to Brunswik's lens model of perception,

the WAM assumes that informants differentially

weigh the cues they perceive in such a manner that

they assign scale values to each of the target's

behaviors. The level of consensus, for instance, can

then be predicted by a weighted function of all the

nine factors. The WAM has a number of implica-

tions for consensus in informant assessment. One

important prediction of the WAM is that general

consensus does not always increase with greater

acquaintance, but that accuracy does increase with

greater acquaintance. This is because overlap and

similar meaning systems drive consensus. If over-

lap is high (i.e., if informants observe the same tar-

get behavior), informants can achieve high

consensus even if acquaintance (i.e., the number of

observed acts) is low to moderate. Also, assuming

no communication among informants, the similar-

ity of informants' meaning systems places an upper

limit on consensus. Thus, the most important

sources of disagreement between informants seem

to be a lack of overlap, dissimilar meaning systems,

and the contribution of unique impressions (Kenny,

1991, 1994).

In general it is hypothesized, and supported empir-

ically, that informant consensus is stronger than self-

other agreement. At least three different explanations

may account for this finding. First, self-ratings are

inflated because of self-enhancement effects, which is

why self-other agreement cannot be high. Second,

informants may interact more with each other than

with the targets. Third, informants may use different

cues than the targets use, because other judgments are

based more on observable reality and the targets' cur-

rent behavior, whereas self-judgments are based more

on implicit self-theories and inner states.

The Realistic Accuracy Model (RAM)

The realistic accuracy model (RAM) by Funder

(1995) begins with the premise that personality traits

are real and observable. As a consequence, the RAM

assumes that informants reach consensus not because

they share similar meaning systems or because of

overlap, but rather because their judgments about a

target's personality are at least partly accurate.

According to the RAM, the path between a target's

personality and the accurate informant judgment can

be described in four steps, each associated with

diverse moderators that may influence the achieve-

ment of accuracy (see Figure 4.3). These four steps

include the relevance and availability of cues from the

target person and the detection and utilization of these

cues by the informant. To achieve accuracy within

informant ratings, each step must be successfully

completed. First, the target must display behavioral

cues relevant to the underlying trait (e.g., extraver-

sion). Second, the cues must be presented in a way

that makes it available to the informant (e.g., either

visibly or audibly). Third, the informant must detect

the relevant cues (e.g., discern or register them).

Finally, the informant must accurately use the previ-

ously detected, available, and relevant information.

The central assumptions of the RAM can be repre-

sented by a formula, where its four elements are

linked in a multiplicative manner implying that if any

term in such a formula is zero, there will be no accu-

racy of informant ratings. Another implication of the

model is that accuracy remains a probabilistic matter:

Only if all four links in the process of judgment are

strong will the resulting level of informant accuracy

be substantial and meaningful. Moreover, the RAM

suggests that accuracy is achieved via multiple cues

and multiple traits because there never seems to be

just one cue for one trait, and research has only

recently begun to address the interactions among the

cues that may be diagnostic for the same or different

traits (e.g., Borkenau & Liebler, 1992, 1993; Funder

& Sneed, 1993; Gifford, 1994; Gosling et al., 2002).
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FIGURE 4.3. The realistic accuracy model. Adapted from "On the Accuracy of Personality Judgment: A Realistic

Approach," by D. C. Funder, 1995, Psychological Review, 112, p. 659. Copyright 1995 by the American Psycho-

logical Association.

The RAM has several implications for informant

assessment. First, it provides a relatively simple

process model that organizes the different variables

that affect accurate person perception. Second, a

suggestion can be derived from the RAM for the

improvement of informant assessment by interven-

tions that affect one or more of the four steps of

person perception. Third, the RAM implies that

informant accuracy is influenced by characteristics

of the target (i.e., through the display of relevant

and available cues) and by characteristics of the

perceiver (i.e., through his or her detecting and uti-

lizing cues), with both implications pointing toward

a set of important moderator variables of informant

accuracy. Finally, the RAM suggests that self-other

agreement is best measured when the self and

informants are asked to describe what the target is

really like. When researchers are interested in the

convergent validity of different ratings of a target,

this strategy seems most reasonable instead of ask-

ing informants about the target's self-perception or

asking targets about the other informants' percep-

tion, which merely constructs a matter of metaper-

ception (Funder, 1999; Funder & Colvin, 1988;

Funder & Dobroth, 1987; Park & Judd, 1989).

How Are the SRM, the WAM, and the RAM

Different?

The described models, the SRM, the WAM, and the

RAM, sometimes complement and sometimes com-

pete with each other. The models are more or less

based on Brunswik's approach and share the

assumption that interpersonal perception should be

observed in real settings. Each of them has con-

tributed to the revival of interpersonal perception

research and has yielded important, potentially use-

ful insights when using informant assessment in

research. The SRM is a statistical model that enables

data to be analyzed from round-robin designs (or

mixed block designs) and allows the decomposition

of the variance of judgments into components often

related to the target, the trait, and the informant.

The SRM answers a wide range of questions con-

cerning interpersonal perception, only some of

which address accuracy, consensus, and self-other

agreement. In contrast, the WAM focuses on theo-

retical and psychological rather than methodologi-

cal and statistical issues. Moreover, the WAM makes

predictions about the sources of variance in per-

ceiver, target, and relationship effects, which in turn

can be analyzed using the SRM, but also with other,

more traditional methods.

The RAM and the SRM differ in three ways

(Funder, 1995). First, the central concern of the

RAM is informant accuracy, whereas the SRM stud-

ies accuracy as only one among other issues in

interpersonal perception. Second, the RAM does not

necessarily require the use of round-robin designs,

which indeed pose inconveniences. Third, and most

important, it is difficult with the SRM to study

moderator effects in interpersonal perception,

whereas moderators are a central concern of the
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RAM. The central point of divergence between the

RAM and the WAM pertains to a constructivist ver-

sus a realistic approach to informant assessment:

Whereas the WAM's central dependent variable is

informant consensus, the RAM primarily deals with

informant accuracy. As Funder (1995, p. 666) put

it, "In the WAM, accuracy is one variable that

affects agreement. In the RAM, agreement is one

indicator of accuracy." Another more central point

of divergence is that both SRM and WAM are nomo-

thetic approaches to interpersonal perception that

do not address the question of individual differ-

ences in informant accuracy, whereas the RAM pro-

vides information about these individual

differences.

MODERATORS OF ACCURATE INFORMANT

ASSESSMENT

The accuracy of informant assessment depends on

properties of the informant, properties of the target,

properties of the trait, and the kind of information

on which the judgment is based (Funder, 1995,

1999; Kenny, 1993). The following review considers

accuracy in its various meanings (e.g., self-other

agreement, consensus, or behavioral prediction).

Moreover, I will explicitly acknowledge the cases in

which the different kinds of accuracy are differen-

tially affected by moderator variables (e.g., inform-

ant-based, target-based, trait-based, and

information-based moderators).

The Good Informant
One of the oldest questions in research on interper-

sonal perception pertains to the characteristics of

the good informant and is concerned with whether

consistent individual differences can be found in

the ability to accurately judge the traits and behav-

iors of others (Colvin & Bundick, 2001). In an

early empirical review, Taft (1955) arrived at the

somewhat unsurprising conclusion that the good

judge tends to be intelligent, socially skilled, and

psychologically well-adjusted. In general, however,

the ability to accurately judge others seems well

developed in humans, which is why individual dif-

ferences across judges are not supposed to be very

large (Funder, 1999). It is also likely that informant

accuracy does not reflect a general ability but

instead is highly domain-specific and may depend,

for instance, on the level of acquaintanceship with

targets and kinds of traits (Bernieri, Gillis, Davis, &

Grahe, 1996; Marangoni, Garcia, Ickes, & Teng,

1995). Moreover, individual differences in judg-

mental ability may vary across traits, for instance,

perceivers who are apt at rating another's intelli-

gence tend to reach greater consensus than others

(Park&Judd, 1989).

The current state of research on the good judge

is still tentative and has led to fairly inconsistent

results. A recent meta-analysis by Davis and Kraus

(1997), for instance, included very different kinds

of accuracy (e.g., trait accuracy, empathic accuracy,

nonverbal decoding, and lie detection), each of

which taps different underlying constructs. The

results indicated that judgmental accuracy is posi-

tively (albeit weakly) related to intellectual func-

tioning—cognitive style characterized by cognitive

complexity and field independence, social sensitiv-

ity, and interpersonal orientation. Thus the good

judge certainly appears to have the average psycho-

logically well-adjusted personality. This does not

necessarily imply, however, that people are gener-

ally accurate about their own ability to judge oth-

ers, because self-assessments of judgmental ability

are mostly uncorrelated with actual levels of

achieved accuracy (Ickes, 1993; Marangoni et al.,

1995). Because of the inconsistent state of research,

theoretical assumptions on the nature of individual

differences therefore remain vague. Whereas the

WAM and the SRM conceive individual differences

in accuracy as negligible (Kenny, 1994), the RAM

suggests that at least three variables influence indi-

vidual differences in informants' accuracy (i.e.,

knowledge, ability, and motivation, Funder, 1999).

The informant's knowledge may be either explicit

or implicit. Explicit knowledge refers to the use of

cues that are deemed as valid for inferring underlying

personality traits. It is not likely, however, that this

kind of knowledge is teachable because personality

judgments are fast, complex, and intuitive. It is

nearly impossible, for instance, to teach people to

accurately detect lies in others. Still, it seems possible

to improve the knowledge by feedback and practice

(Hammond, 1996; Marangoni et al., 1995). Percep-
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tual and cognitive abilities may also increase inform-

ants' accuracy. In general, individual differences in

cognitive abilities are more pronounced than individ-

ual differences in social perceptiveness, which is why

it seems reasonable to expect that IQ, as well as more

specific cognitive abilities, are positively associated

with accuracy (Funder, 1999). Motivational factors

that may affect accuracy are related to the personality

and the situation. John and Robins (1994), for

instance, showed that a narcissistic view of oneself is

associated with low accuracy, whereas Ambady, Hal-

lahan, and Rosenthal (1995) speculated that psycho-

logically vulnerable individuals, low in

expressiveness, sociability, and self-esteem, might be

better judges than others. Researchers have also

shown a relationship between basic personality traits

of informants (e.g., conscientiousness and agreeable-

ness) and rating leniency (Bernardin, Cooke, & Vil-

lanova, 2000). Finally, motivational factors may

interfere with accuracy when the informant-target

relationship is very close. Thus romantic and marital

relationships may be interactions where accuracy is

not always easy to achieve. In fact, Simpson, Ickes,

and Blackstone (1995) observed that dating couples

in insecure relationships could be motivated t'o avoid

accurately perceiving their partner's attraction to

another person.

Three general characteristics may help paint a

portrait of the good informant, using mixed empiri-

cal evidence on individual differences in accuracy.

First, the good informant needs a strong sensitivity

to what is happening in his or her social environ-

ment. Second, the good informant can make a con-

nection between the observed behaviors and the

personality traits underlying them. Finally, the good

informant needs to be objective, rational, and

unconcerned with the opinions of others when

making judgments. The three characteristics of the

good informant may be improved by informants'

training and adequate instructions.

The Good Target

Informant accuracy also depends on characteristics

of the target, and the RAM predicts that individual

differences in the tendency to be judged accurately

are a result of cue relevance and availability (Fun-

der, 1995, 1999). Both cue relevance and availabil-

ity are influenced by situational pressures (i.e., is

the observed situation strong or weak enough to

elicit behavioral cues?), the target's tendency to

deceive (i.e., how much is the target inclined to

suppress cues?), and by incoherence (i.e., how con-

sistent are the target's personality and behavioral

cues?). The concept of individual consistency is

closely related to the concept of scalability, which

refers to the degree to which the behavior of a per-

son is patterned like ordinary trait constructs. The

notion of scalability, which originally stems from

item response theory of the psychometric field, has

also been used in personality assessment. Reise and

Waller (1993), for instance, showed that individuals

differed to the extent to which they were scalable

on certain traits, and it can be expected that indi-

viduals low in scalability are more difficult to judge.

In addition, certain traits may be easily judged in

certain targets. Funder (1995) coined the term pal-

pability, referring to the relative obviousness and

detectability of certain traits in certain individuals.

The elaborated concept of judgability was pro-

posed by Colvin (1993a, 1993b). According to

Colvin, judgability refers to a manifestation of per-

sonality coherence and is reflected by the fact that

consistent people are more likely to be judged con-

sensually by informants as compared with less con-

sistent people. In fact, judgability appears to be a

stable personality trait over young adulthood and

seems closely associated with ego resiliency, a gen-

eral trait reflecting psychological health and adjust-

ment. Judgability also seems to be a function of

personality stability, which is why it is plausible to

expect some kind of temporary nonjudgability in

childhood and adolescence, where personality and

behavior is usually less consistent as compared to

adults. Nevertheless, some adults may still appear

nonjudgable, because their personality is less con-

sistent and associated with less adaptive reactions to

stress and less self-control (Reise & Waller, 1993),

or a result of personality disorders (e.g., narcissism;

John & Robins, 1994). Thus, all in all, judgability

seems to be a healthy personality trait related to

socially desirable levels of extraversion, agreeable-

ness, conscientiousness, and emotional stability, and

care should be taken when knowledgeable inform-

ants are used to assess less psychologically adjusted
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targets, who may be judged less accurately than

more psychologically adjusted targets.

The Good Trait
Some traits may be more difficult to judge than oth-

ers. Some traits such as extraversion, for instance,

are easy to judge, whereas others require more spe-

cific information and longer acquaintanceship (e.g.,

Colvin & Funder, 1991; Park & Judd, 1989;

Paunonen, 1989). According to the RAM, differ-

ences between the judgability of traits may stem

from their visibility, their availability and relevance,

evaluative properties, and adaptive importance.

A large body of research has consistently demon-

strated the effect of trait visibility, or trait observ-

ability, on trait perception. It is well established that

trait visibility is highly correlated with self-other

agreement and consensus (e.g., Bernieri, Zucker-

man, Koestner, & Rosenthal, 1994; Borkenau &

Liebler, 1992; Funder & Colvin, 1988; Funder &

Dobroth, 1987; Kenny, Albright, Malloy, & Kashy,

1994; Kenrick & Stringfield, 1980; Kurtz &

Sherker, 2003; Levesque & Kenny, 1993; Watson,

Hubbard, & Wiese, 2000). The WAM and the RAM

have different views on the trait visibility effects.

Whereas the WAM assumes that visibility results

from the match of similar meaning systems between

the self and others (Kenny, 1991, 1994), the RAM

supposes that trait visibility results in higher self-

other agreement or consensus because it is based

more on direct behavioral observation than on arbi-

trary social construction (Funder, 1995, 1999).

However, the established effect of trait visibility has

clear implications for research practice. According

to the RAM, availability and relevance are different

aspects of a trait's visibility. One specific behavior

may be relevant to a trait, whereas it may not be

available for informants. Behavioral cues, for

instance, relevant for conscientiousness may be

inferred from viewing peoples' bedrooms and

offices, but these cues are not available in restau-

rants or gyms (Gosling et al., 2002).

The observability of traits is also related to their

evaluative properties. Some traits may be more desir-

able than others, which is why social desirability of

a trait may affect consensus or self-other agreement.

John and Robins (1993), for instance, found that

extremely desirable or undesirable traits yielded

lower self-other agreement as compared with more

neutral traits. Judgments of evaluatively loaded

traits may be more likely to become biased by self-

protective and self-enhancing motivational effects.

John and Robins found that targets judged by oth-

ers as high on evaluatively extreme traits (i.e.,

"saints") rate themselves modestly, whereas people

negatively rated by others (i.e., "jerks") generally

present themselves in the best light. In this vein, it

may be concluded that self-peer agreement is lower

on ambiguous traits (Asendorpf & Ostendorf, 1998;

Hayes & Dunning, 1997). Finally, few personality

traits are completely evaluatively neutral, which is

why trait evaluativeness should be considered when

utilizing informant assessment (Borkenau, 1990).

From an evolutionary perspective, traits have

differential adaptive importance. A person's environ-

ment primarily consists of other individuals, which

is why Buss (1999) argued that individual differ-

ences between one's social partners represent

important vectors of the human adaptive landscape.

It may follow from this line of reasoning that accu-

racy may be more adaptive for some traits, while at

the same time inaccuracy may be even more adap-

tive for other traits. A trait adaptive to both detec-

tion and to display might be sociosexuality, and it

was indeed shown that judgmental accuracy of oth-

ers' sociosexuality was greater than accuracy of

traits with less evolutionary significance (e.g., social

potency and closeness), although accuracy of socio-

sexuality also varied as a function of both the

judge's and the target's sex (Gangestad, Simpson,

DiGeronimo, & Biek, 1992).

Good Information
According to Funder (1999), good information has

two facets—quantity and quality. One feature of the

quantity of information a judge can use pertains to

his or her level of acquaintanceship with the target.

However, even so-called "zero-acquaintance" stud-

ies usually yield substantial informants' consensus

regarding basic personality traits (Borkenau &

Liebler, 1992; Chaplin, Phillips, Brown, Clanton, &

Stein, 2000; Kenny et al., 1994). There is also evi-

dence that personality ratings by strangers resulting

from enough "thin slices" of (sometimes video-
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based) behavior can reach high consensus and sub-

stantial accuracy, which can be additionally

increased if ratings of multiple informants are com-

bined (e.g., Ambady & Rosenthal, 1992; Borkenau

et al., 2001, 2004; Borkenau & Liebler, 1993;

Kenny, 1994; Levesque & Kenny, 1993; Watson,

1989).

The level of acquaintanceship, however, is diffi-

cult to quantify because it is related to time and

contexts in which informants and targets have been

together. In general, the validity of informant

assessment benefits from the acquaintanceship

effect. A simple explanation for this effect is that

increased length of acquaintance is probably accom-

panied by more information (e.g., Bernieri et al.,

1994; Blackman & Funder, 1998; Colvin & Funder,

1991; Funder & Colvin, 1988; Funder, Kolar, &

Blackman, 1995; Kurtz & Sherker, 2003; Paulhus &

Bruce, 1992; Paunonen, 1989; Stinson & Ickes,

1992; Watson & Clark, 1991; Watson et al., 2000).

One question about the acquaintanceship effect is,

however, concerned with the possibility of assumed

similarity, reflecting that well-acquainted judges

resemble their targets and achieve accuracy by sim-

ply projecting their self-concept on them. Some

studies have tried to rule out assumed similarity

(e.g., Funder et al., 1995; Watson et al., 2000),

whereas others have asserted that where informants

and targets are really similar, the use of projection

constitutes a successful and reasonable heuristic,

instead of just an artifact, to achieve accurate judg-

ments (Kenny & Acitelli, 2001; Neyer, Banse, &

Asendorpf, 1999).

Self-other agreement and consensus may be

quite differently affected by the acquaintanceship

effect. From the WAM perspective, Kenny (1994)

anticipated that consensus would be established

very early when judges share stereotypes. Over

time, however, these stereotypic judgments would

be replaced by judgments deduced from actual

behavioral observation leading to a change in the

content of consensus rather than its level, although

at the same time, accuracy in terms of behavior pre-

diction would be improved. This exact process was

observed in an experimental study by Blackman

and Funder (1998). However, even when accuracy

increases, accuracy cannot exceed consensus for the

same basic psychometric reasons that validity can-

not exceed the square root of the reliability.

Finally, the acquaintanceship effect may also be

context specific (Branje, van Aken, van Lieshout, &

Mathijssen, 2003; Kurtz & Sherker, 2003). Infor-

mants may know the targets from different contexts

(e.g., school, workplace, marriage, family, etc.).

Achenbach et al. (1987) reported high agreement

between the mother and father's ratings and

between teachers' ratings of behavioral problems of

schoolchildren, but a much lower agreement was

found between the parental and teacher ratings.

Although the parental and teacher judgments were

not independent, because they may have talked to

each other about the children, they certainly based

their judgments on different contexts. Thus,

although informants may have varying opportuni-

ties to observe the target in different situations, they

may be equally accurate in predicting how the tar-

get will behave in other situations. Funder (1999)

argued that this could be explained by the ability of

the human judge to generalize his or her judgments

from one context to a vastly different context.

Whereas the acquaintanceship effect pertains to

the sheer amount of information that informants

share about targets, the quality of information is

also important. The issue of information quality is

related to the question of where it is best to look for

certain traits. Almost two decades ago, Anderson

(1984) showed that listening to people talk about

their thoughts and feelings results in a more accu-

rate personality judgment than listening to people

talk about their hobbies and leisure activities. More

recently, some studies have addressed this question

more profoundly. A study on handshaking and first

impressions, Chaplin et al. (2000), showed that

firm handshakes were related to extraversion, emo-

tional stability, and openness to experience (the lat-

ter was only true for women). Gosling et al. (2002)

showed in a study that personality judgments when

viewing offices and bedrooms were consensual

between independent observers and could predict

self-rated personality traits (e.g., conscientiousness

and openness to experience). Moreover, Gosling et

al. found that both environmentally based consen-

sus and accuracy were comparable and sometimes

even stronger than the levels in zero-acquaintance
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and long-term acquaintance studies, as was summa-

rized by Kenny (1994). It therefore seems that per-

sonal environments contain richer information for

informant assessment than zero-acquaintance con-

texts, and sometimes even more than long-term

acquaintance contexts.

GUIDELINES FOR RESEARCH PRACTICE

Several practical guidelines on informant assess-

ment can be derived from this review of theoretical

approaches to person perception and the empirical

findings on the validity of self- versus other ratings.

Above all, informant assessment results from the

assumption that knowledgeable informants may

have had the opportunity to observe the target on

many different occasions (or at least brief interac-

tions) and may, therefore, have begun to collect

data much earlier than data recorded by the

researchers. This general confidence in the veridi-

cality of informant knowledge rests on two condi-

tions: First, there must be considerable consensus

between informants, and second, informant ratings

must be accurate in terms of convergence with

external criteria (Wiggins, 1973; Woodruffe, 1984).

Both conditions require care when forming research

designs and data analyses.

Design Issues
Informant errors may provide a serious threat to the

validity of assessment. Potential errors include

response sets, reactivity, social desirability, halo effect,

implicit personality theory, and so forth. There are

procedures that may help to reduce these errors,

some of which are related to item construction and

treatment of informants, whereas others pertain to

the effect of data aggregation. The selection of certain

formats (e.g., Q-sorts or forced choice), decreases the

effect of individual response sets and the social desir-

ability of items. Another approach is simply to vary

the rating format. Guilford (1954) advises the use of

blanks instead of numbers. Another way to minimize

response sets is to let the informants rate one target

at a time on all the items, as opposed to allowing the

informants to rate all targets on each item before

moving on to the next item (Kenny, 1994). Moreover,

training of informants may increase the reliability

and validity of assessment (Thornton & Zorich,

1980). Finally, researchers should be aware of moti-

vational and tiring effects and use only a limited

number of rating scales.

The calculation of aggregated ratings resulting

from the use of multiple informants may also

reduce rating errors. When two self-report measures

are correlated, for instance, content and method are

confounded. But when a self-report measure is cor-

related with an informant rating, shared method

effects are unlikely—which is the obvious benefit of

aggregation. The error minimizing effect of aggrega-

tion depends not only on the number of inform-

ants, but also on the level of consensus and the

difference between anticipated and true correla-

tions between the rated items. According to the

Spearman-Brown formula, the reliability (and

certainly, validity) of informant ratings can be

increased by including additional informants whose

rater biases are uncorrelated. Sometimes the aggre-

gation across informants is much stronger than

aggregation across occasions or test items. Although

there may be negligible consensus between single

informants, there may be nearly perfect consensus

between large samples of informants (Epstein,

1983). Cheek (1982) demonstrated that the correla-

tion between self-rating and informant rating could

be considerably increased by aggregating the ratings

of three informants instead of using single inform-

ants. In another influential study, Moskowitz and

Schwarz (1982) showed that the correlation

between global informant ratings and behavior

could be markedly increased if the behavior is

observed for a sufficient length of time, and the rat-

ings are aggregated across multiple knowledgeable

informants. The number of knowledgeable inform-

ants is limited, but when it is possible to use more

than one informant, aggregation across ratings will

decrease rating errors. The number of informants

necessary to achieve valid composite ratings will

depend on the ambiguity of the trait or behavioral

construct, the base rates and the variability of the

relevant behaviors, and the moderators of informant

accuracy discussed above (Funder, 1999; Hayes &

Dunning, 1997; Kenny, 1994; Moskowitz, 1986).

In contrast with self-assessments stemming

from single self-reports, informant assessments
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may achieve higher reliability (and perhaps higher

validity), because it is possible to obtain them

from multiple informants (e.g., peers and family

members). It could be argued that self-ratings of

personality could be outnumbered and outper-

formed by the average other rating (i.e., the aver-

aged informant rating; Hofstee, 1994). The

aggregation effect possibly results for two reasons:

the reduction in error variance and multiple

informants having more information to provide

than single informants. Taking both into account,

Kolar et al. (1996) concluded on the basis of their

study that the superiority of multiple informants

does not guarantee the validity of single inform-

ant ratings, given that single informants usually

achieve only slightly better predictive validity

than single self-ratings. The most reliable source

of information of a target's personality is thus nei-

ther to be found in his or her self-ratings, nor is it

guaranteed by single informant ratings; rather, it

is found in the consensus of the judgments from

the community of the target's knowledgeable

informants.

Aggregation across multiple informants should

nevertheless be conducted with caution. Infor-

mants may use very different standards to make

their judgments or they may know targets from

very different contexts. Because informant judg-

ments are not homogenous in such cases, the effect

of aggregation will be small or negligible, revealing

that—at least under such circumstances—single

informant ratings could be more valid than aggre-

gated ratings. However, in other cases, aggregated

informant ratings could simply be more valid

because they are more reliable, and appropriate

psychometric corrections must be made to take

data aggregation into account (Kenny, 1994).

Researchers should therefore distinguish between

the average correlation or the intraclass correlation

between informants (reflecting the reliability of one

average informant) and the internal consistency

across informants such as coefficient alpha (reflect-

ing the reliability of the average judgment). Some

researchers prefer to report the average correlation

because it does not depend on the number of

informants (Kenny, 1993; Lucas & Baird, this vol-

ume, chap. 3).

Data Analytic Issues
Statistical issues primarily deal with the calculation

of accuracy in terms of self-other agreement or con-

sensus. The potential artifacts identified by Cronbach

can be estimated easily when multiple informant rat-

ings are replicated across multiple targets. The social

relations model provides unique methods that allow

separating the very different components of inform-

ant ratings, (i.e., genuine elevation, differential eleva-

tion, stereotype accuracy, and differential accuracy;

see Figure 4.1). The SRM is only applicable when

using a round-robin or mixed block design. With

designs in which each group member is an informant

and a target at the same time (e.g., in families or peer

groups), the SRM is certainly the method of choice.

In most cases, however, researchers use a set of

informants who rate a set of targets for one or more

items or traits, respectively. In these cases, the com-

ponents cannot be isolated, although they might be

controlled. Confounds caused by general response

set effects, for instance, can be avoided by using

correlational measures of consensus or self-other

agreement, whereas artifacts caused by differential

stereotype ratings are more difficult to control. As a

general rule, intraclass correlations should be used

instead of Pearson correlations, especially when

informant pairs are interchangeable (Shrout & Fleiss,

1979). All correlational measures of consensus, self-

other agreement, and accuracy can be derived from

generalizability theory (Cronbach, Gleser, Nanda, &

Rajaratnam, 1972). Two general correlational meth-

ods can be distinguished, item-level and profile cor-

relations.

Item-level correlations. Item-level correlations are

computed separately for each rating item, across all

informant-target (self-other agreement) or target-

target pairs (consensus). The item-level correlation

has an advantage in that it removes genuine eleva-

tion and stereotype accuracy, although individual

differences in response tendencies (e.g., differential

elevation) may still lead to complications. Differen-

tial elevation can be controlled for by standardizing

the data within ratings or by using Q-sort proce-

dures (Bernieri et al., 1994). In addition, there are

at least three more complications with item-level

correlations. First, item correlations describe con-
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sensus or self-other agreement across either a set of

informants or targets rather than the accuracy for

individual targets or informants. Therefore, it is dif-

ficult to study differences between pairs of inform-

ants or differences between self-informant pairs,

although moderator effects can be analyzed by

moderated multiple regression (see Bernieri et al.,

1994), and correlations can be decomposed into

individual consistencies (where the correlation can

be interpreted as the mean of individual consisten-

cies, i.e., differences between squared z-scores of

raters; see Asendorpf, 1991). Second, with nested

designs where each target has a unique "nested" set

of informants, the effect of differential stereotype

accuracy arises if differential stereotypes of inform-

ants are systematically correlated with characteris-

tics of particular targets (Funder, 1999). Also,

elevation cannot be removed in nested designs,

because the elevation components may vary across

groups (Kenny, 1993). Third, assumed similarity or

alternatively, projection, may also lead to artifactual

accuracy if informants and targets are similar for

genetic or acquaintanceship reasons, which in turn

leads informants to judge themselves instead of the

targets. Whereas there is no doubt on the emer-

gence of assumed similarity effects, its effects on

accuracy measures as either artifactual or valid are

still controversially debated (e.g., Funder, 1999;

Funder et al., 1995; Neyer et al., 1999; Stinson &

Ickes, 1992; Watson et al., 2000).

Profile correlations. The profile correlation

assesses the similarity between the complete set of

judgments made by one informant and another

informant or the self, respectively. This procedure is

mostly used with Q-sort data, and typically yields

as many correlations (or partial correlations) as

informant pairs or informant-target pairs are

included in the study. When using profile correla-

tions, however, researchers should be aware of

reflection and stereotypes (Kenny, 1993). Reflection

can lead to inflated correlations and occurs when

researchers fail to reverse negatively poled items

within a profile of positive ones. If the rating pro-

files of neuroticism items are correlated, for

instance, each item should be scored consistently

(Kraemer, 1984). Whereas genuine or differential

elevation effects are negligible with profile correla-

tions, stereotypes may inflate the correlations

because the means of the traits are likely to vary.

Thus, the correlations between trait profiles become

greater to the degree that a particular target has a

typical personality profile and the informant is

accurately using this prototypical profile.

It is possible to partial out the stereotype profile

from the criterion or from the informant rating

(e.g., by subtracting the mean across judges from

each trait rating, which also corrects the bias that

results from failure to reverse items), or by par-

tialling out the mean profiles from each of the

informant's rating profiles (Funder, 1999; Kenny &

Acitelli, 1994). However, there are several points

that need to be considered with partial or semipar-

tial correlations. First, because average self-ratings

and average informant ratings are likely to be corre-

lated, the issue of partial versus semipartial correla-

tion is usually of little interest. Second, partial

correlations stemming from residual scores are less

reliable than nonadjusted correlations. Third, par-

tial correlations may remove true information along

with error, because stereotypes may at least in part

contain valid information. Especially the corrected

ratings of targets, whose true scores resemble what

one may call the average person, will receive less

significant levels of accurate judgments. Therefore,

a blind trust in partial correlations is not advisable.

CONCLUDING REMARKS

The validity coefficients of informant ratings in

terms of consensus and self-other agreement rarely

exceed moderate levels (e.g., Bernieri et al., 1994;

Borkenau & Liebler, 1992, 1993; Borkenau et al.,

2001; Funder, 1999; Harkness, Tellegen, & Waller,

1995; Kenny, 1994). Researchers should be careful

in attributing less than perfect validity as solely a

result of method variance. The reason for this is

simply that personality or behavior ratings are not

only influenced by the methods by which they are

obtained, but also by traits and behaviors them-

selves. A rating score, whether it is derived from

one or more knowledgeable informants or from the

target, should be psychologically understood and

evaluated through the consideration of both the
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method and the trait. Ozer (1989) reminded theoretical prediction when warranted, not an

researchers not to be too demanding of hetero- unvarying methodological imperative" (p. 230; see

method correlations: "Expecting convergence of also Eid & Diener, this volume, chap. 1).

measurement results across methods should be a
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C H A P T E R 5

MOMENTARY CAPTURE OF

REAL-WORLD DATA

Arthur A. Stone and Leighann Litcher-Kelly

There are many complexities and difficulties inherent

in reliably and validly measuring psychological and

behavioral constructs. This chapter discusses a collec-

tion of techniques for capturing peoples' self-reports,

including private, subjective states; behaviors emitted

by an individual; and qualities of the environment. It

addresses the measurement of these data in individu-

als' normal environments and at the moment that the

reported construct has occurred to achieve ecological

validity and to avoid biases associated with recall.

The vast majority of data collected by behavioral

scientists stem from self-reports (Stone, Turkkan,

Bachrach, Jobe, Kurtzman, & Cain, 2000). There

are two important reasons for this. First, certain

kinds of information are only accessible by asking

individuals for it; examples include pain, fatigue,

malaise, depression, affect, and various symptoms.

Although there are other manifestations of these

states that are observable to others (e.g., facial

expressions associated with pain or depression), it

is commonly accepted that self-reports represent

the gold standard for these phenomena. Second,

there is a pragmatic reason for using self-reports

even when valid alternatives exist, with respect to

the additional expense of obtaining nonself-

reported data. While it is relatively easy to ask an

individual about significant major life events, it is

time consuming and expensive to collect the same

data by examining archival records or by conduct-

ing interviews with others familiar with the individ-

ual. Thus, self-reports remain the convenient way

to gather a wide variety of information about peo-

ple and their environments, both past and present.

This chapter reviews potential problems for

collecting self-reports with commonly used ques-

tionnaire and interview techniques. We briefly

cover the most salient threats to the validity of

self-reports, especially reports that involve signifi-

cant recall. We then introduce the concept of diary

and momentary approaches to the collection of

self-report data. Details of the primary method-

ological features of momentary designs are dis-

cussed, and methods for developing such

protocols are presented. We also discuss recent

developments on the use of paper versus elec-

tronic diaries, new data on the acceptability and

validity of the methodology, standards for report-

ing momentary studies, challenges in the analysis

of momentary data, and clinical and research

applications of this methodology.

HISTORY

A primary reason for the development of momen-

tary methods was the scientific evidence and clini-

cal anecdotes suggesting the inaccuracies in people's

recalled reports of events (this topic will be covered

in detail below). A second reason was the impor-

tance of moving out of the laboratory and into the

real world, termed ecological validity (Brunswik,

1949). This concept grew from the notion that indi-

viduals may act differently in artificial situations

than in the circumstances they typically inhabit. A

related issue is that reports about past behaviors or

feelings are likely to be influenced by immediate

circumstances. Therefore, it is important that the
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local environment is as representative of the indi-

vidual's usual environment as possible.

Descriptive time budgeting studies also encour-

aged the movement to momentary studies (Chappel,

1970; Monroe & Monroe, 1971; Szalai, 1966). These

investigations examined how individuals allocated

their time to various activities, and the investigations

ultimately moved to national and cross-cultural

studies. Similarly, other behavioral researchers made

detailed observations of children throughout the day

(Barker, 1978). Research on circadian rhythms also

supported the notion that intensive study of within-

day phenomena could yield valuable insights in

human and animal behavior (Kleitman, 1963).

Finally, the development of devices that allowed

ambulatory measurement of physiological variables

(e.g., blood pressure and heart rate) demonstrated

the advances that could be achieved by using a more

detailed approach to measurement in the field

(vanEgeren & Madarasmi, 1992).

Diaries completed at the end of a day (EOD)

provided a solution to the issues raised above. This

is an adequate strategy for collecting self-report

data as long as the variable studied is not likely to

be biased by recall that occurred over the 12- to 18-

hour period. Many behaviors may fall into this cat-

egory, it is hard to imagine that an individual

would have difficulty remembering a major argu-

ment with a spouse or would distort the occurrence

of a severe asthma attack. Notice, however, that

these examples include an adjective that enhances

the saliency of the occurrence ("major," "severe"),

and reassures the reader that recall of the event was

manageable. However, when mundane events are

considered (e.g., number micturitions, if teeth were

brushed, number of interactions with coworkers),

the accuracy of daily recall becomes more suspect.

Moving to less tangible occurrences, like changes in

affect or stress, occurrence of particular thoughts,

or evaluations of various events (e.g., how good

was it?), however, raises concerns about recall even

over a day. It is easy to imagine that mood at the

time of recall could affect the recall of mood earlier

that morning or could affect the evaluation of an

event early in the afternoon (Stone, Hedges, Neale,

& Satin, 1985). The detailed study of cycles

through the day is also quite difficult with an EOD

diary protocol given the demands on memory to

generate such a continuous record of many hours.

A large variety of phenomena have been investi-

gated with momentary data capture techniques, and

a few examples provide a "flavor" of these topics.

Pain is an experience quite variable, and clinicians

and researchers recognized this phenomenon long

ago. Therefore, diary techniques have been exten-

sively used in this area, including within-day diaries

(Affleck, Tennen, Urrows, & Higgins, 1991; Jami-

son et al., 2002; Peters et al., 2000). Stress and cop-

ing processes were initially studied with trait-like

and recall-based questionnaires, but to appreciate

the dynamic interplay among these variables, diary

methods have been extensively used (Affleck, Ten-

nen, Urrows, &r Higgins, 1992; Baba, Ozawa,

Nakamoto, Ueshima, & Omae, 1990; Bolger,

DeLongis, Kessler, & Schilling, 1989; Bolger &

Eckenrode, 1987; Marco & Suls, 1993; Suls, Wan,

& Blanchard, 1994). Diary methods also have a

long history in medical research where they are

used to measure symptom levels and patterns over

time (Lehrer, Isenberg, & Hochron, 1993; Rand,

Hoon, Massey & Johnson, 1990; Roghmann &

Haggerty, 1973). Finally, real-time data collection

methods have been used in association with biolog-

ical measurements, like blood pressure (Gerber,

Schwartz, & Pickering, 1998), cortisol (Nicolson,

1991; Smyth et al., 1997), and immune function

(Stone, 1987). These are only a small sample of the

topics that have been studied with diaries.

RECALL BIASES IN SELF-REPORT DATA

A major theme in the development of diary and

momentary capture of self-report data is the possi-

bility that biases contaminate recall. As it turns out,

at least three fields of scientific study have con-

tributed to our knowledge of these biases: survey

research, autobiographical memory research, and

cognitive science. Many excellent reviews of factors

exist that can influence self-reports (e.g., Bradburn,

Rips, & Shevell, 1987; Gorin & Stone, 2001;

Schwarz, Wanke, & Bless, 1994; Schwarz, 1999),

and we describe several of the major factors below.

Figure 5.1 shows a graphical depiction of biasing

factors. The figure shows how these factors influence

62



Momentary Capture of Real-World Data
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FIGURE 5.1. Schematic of factors that can influence a recall judgment.

the recall rating, which is represented by the circle

labeled "Judgment." We have chosen this term

because the process of recalling information is best

viewed as making a judgment, implying a dynamic

process comprised of the differential weighting of

information. To the left of the circle is a jagged line

indicating the level of the variable to be recalled

(for ease of presentation, we will use pain) studied

over the period of time (e.g., a week). It is

depicted as having considerable variation around

its average level (the dotted line). Each of the rec-

tangles signifies a potential recall biasing effect.

The box labeled "Recency" means that making a

judgment of pain for the entire time period is

overly influenced by recent pain levels: if recent

pain was high, the judgment of weekly pain would

be higher. Similarly, the box labeled "Peak" indi-

cates that peak experiences, in this case a pain

exacerbation, will also overly influence the judg-

ment of weekly pain. Both peak and recency effects

have been elegantly demonstrated by Redelmeier

and Kahneman (1996; Kahneman, Fredrickson,

Schreiber, & Redelmeier, 1993).

"Effort" is shorthand for the term effort-after-

meaning, which refers to a process wherein the

recall of experiences that occur early on in the

period is influenced by events occurring later in the

period (Brown & Harris, 1978). An argument with

one's boss, for instance, might be deemed very

upsetting at the time. However, if reconciliation

with the boss occurs a day later, then subsequent

recall of the original level of upset could be affected

by the reconciliation, diminishing the recalled

stressfulness of the event. In other words, the mem-

ory of past events can be colored by later events.

"Summary" refers to the process of taking whatever

information one has about the experience from a

particular period and creating a single rating from

this information. In fact, we know that only a small

subset of all experiences is encoded into memory,

which means that all information is not even avail-

able for summarizing. We also know that the

process of retrieving this stored information is an

active process, influenced by a number of factors.

Finally, it is unclear how people mathematically

combine the retrieved information into a meaning-

ful index. This is an area in need of research.

The box labeled "Immediate Context" is a very

influential and well-researched factor. We know that

a number of cognitive heuristics come into play

during the moment of judgment. The degree to

which the process is influenced is itself affected by
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the nature of the information to be recalled (Menon

& Yorkston, 2000); one quality of the information

especially salient at this stage is the degree to which

the individual has access to the information

requested by the researcher. When asked for a rat-

ing of how sad one is feeling, for instance, a person

usually has an immediate response stemming from

their current experience. However, when asked

about how their life is currently going (life satisfac-

tion), there is not an immediate experience, but

rather a process of evaluation that occurs. In the

latter case, when the answer to the query is not

apparent, immediate circumstances (e.g., the per-

son's mood) have a greater influence on the

response. So, a person in a happy mood is more

likely to say that they are satisfied with life than a

person who is currently sad, even if they actually

have quite similar lives. Schwarz and Menon,

among others, have detailed the cognitions under-

lying many of these processes (Menon & Yorkston,

2000; Schwarz, 1999). Surprisingly, even seem-

ingly trivial manipulations of circumstances sur-

rounding judgments can have a major impact on

the judgments.

The large box labeled "Person Factors" on the

right side of Figure 5.1 shows a number of person-

ality traits and concepts shown to influence judg-

ments of past experiences. Several of these

variables, among many, have been listed.

Other research on the types of memory that are

used in the recall process have provided an addi-

tional line of evidence on recall bias. Episodic

knowledge has been described by cognitive scien-

tists as representing the autobiographical experi-

ences that are linked to specific events; its form is

loosely represented in memory, and it is susceptible

to forgetting. Semantic memory may be considered

a symbolic form of memory that is conceptual in

form; it is more tightly linked to individuals' beliefs

about the world than to specific occurrences. In

recent work on the remembrance of emotions,

Robinson and Clore (2002a, 2002b) have demon-

strated evidence of a shift from episodic memory to

semantic memory as the interval to be remembered

is increased (in particular, latencies to recall infor-

mation increased and then decreased as the interval

for recall increased). This may show a tendency to

shift from summarizing specific experiences to

reporting beliefs about what those experiences are

generally like, when people are asked to recall

information over long periods. We expect that

advances in the cognitive and brain sciences will

inform our understanding of recall bias.

MOMENTARY DATA COLLECTION:

EXPERIENCE SAMPLING METHOD

To minimize the potential for recall bias and under-

stand people within the context of their normal

environment, more intense momentary data collec-

tion protocols were developed. In particular, Expe-

rience Sampling Method (ESM; Csikszenmihalyi &

Larson, 1987; DeVries, 1992) sprang from the early

studies of Csikszentmihalyi on the "flow," which

intensely examined individuals in order to under-

stand the interactions between experiences during

their daily life (Csikszentmihalyi, 1994). The

methodological advance (over the use of end-of-day

diaries) was the collection of information about

how the individual was feeling at the moment pre-

ceding an electronically administered auditory sig-

nal. The technology used in these studies involved

having study participants carry electronic pagers

activated by a central station; the investigators pro-

vided the central station with a list of times

throughout the day when pagers should be acti-

vated. When signaled, individuals were to record

information on a pocket-size diary, where one or

two pages of the multipage diary would be used for

each beep. A typical study might be comprised of 7

"beeps" per day for a 1-week period.

DEVELOPMENT OF ECOLOGICAL

MOMENTARY ASSESSMENT

Ecological Momentary Assessment (EMA) was for-

mally defined in 1994 (Stone et al., 1994; Stone,

Shiffman, & DeVries, 1998) to expand momentary

sampling methods from experiences (as per the

name) to experiences, behaviors, and physiological

measurements. All EMA studies contain three quali-

ties. The first is that measurements are made in

the environments that people typically inhabit to

ensure ecological validity. This is a characteristic of
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many of the above-mentioned methods (e.g., ambu-

latory monitoring of cardiovascular function, the

ESM, and circadian rhythm work).

The second characteristic is the measurement of

momentary phenomena to eliminate or at least

greatly reduce biases associated with recall. Thus,

participants are asked to report about their experi-

ences, behaviors, and environment, or to take phys-

iological measures (e.g., activate a blood pressure

monitor, although this can also be accomplished

automatically via programming those devices) at

the moment of the signal. In fact, however, many

investigators have made informed decisions about

the period of recall considered acceptable for their

research goals and have thus asked participants to

report about a period prior to the signal (e.g., 5

minutes, 30 minutes, etc.). Care must be taken

when extending the assessment for the moment,

given the possibility that recall bias may contami-

nate even seemingly brief recall periods.

The third EMA quality is that many momentary

reports are taken from each participant, yielding a

within-person design. Multiple observations are

important in three ways:

1. They can be averaged to yield a measure that

represents the level of experience (or behavior,

environment, etc.) for an individual. Given the

large number of observations contributing to an

average, this should be a relatively stable esti-

mate. Researchers can also estimate the meas-

ures' variability by computing a dispersion

statistic like a standard deviation, which may be

useful for assessing individual differences.

2. Multiple observations allow a detailed examina-

tion of the variable over time, so that, for

instance, cyclicity of the variable (within-day

over days) can be examined.

3. Many observations of the variable of interest

may be associated with other momentary vari-

ables yielding knowledge about within-person

associations (also known as time-varying covari-

ates). One might, for instance, be interested in

the level of negative affect according to whether

or not the individual was with other people (and

who those people were). However, thoughtful

selection of the sampling strategy used to collect

momentary data is essential to address study

hypotheses, because the study conclusions

depend on the sampling schemes.

Many review chapters have been published on diary

methods and real-time data capture, which the

reader may consult to appreciate the versatility and

broad scope of the application of EMA and related

methods (Affleck, Zautra, Tennen, & Armeli, 1999;

Bolger, Davis, & Rafaeli, 2003; Delespaul, 1995;

DeVries, 1992; Eckenrode & Bolger, 1995; Reis &

Gable, 2000; Stone, Kessler, & Haythornthwaite,

1991; Stone, Shiffman, & Atienza, in press; Tennen

& Affleck, 2002). Special issues of major journals

(e.g., Health Psychology, Journal of Nervous and Men-

tal Disorders, Annals of Behavioral Medicine) have

published special sections or issues on the topic.

Sampling Schedules
EMA rely on sampling moments from peoples' daily

lives with a sampling protocol chosen according to

the purpose(s) of the study (Delespaul, 1995;

Wheeler & Reis, 1991). A few examples demon-

strate this point. If the goal of a study was to

measure the level of a person's fatigue, then many

reports of momentary fatigue would likely be aver-

aged to provide a single measure of fatigue. How-

ever, for this measure to represent all possible

moments that a person could have been sampled,

the sampling should be done randomly throughout

the day. If this was not done and reports were taken

primarily in the morning hours, then it is easy to

see how an average taken from that sampling

scheme is likely to be biased (toward whatever level

of fatigue was typical for mornings). Thus, random

sampling (and high levels of compliance) is crucial

for providing unbiased estimates of typical experi-

ences. A second, entirely different sampling proto-

col is necessary if an investigator was concerned

with understanding the antecedents of an event

(e.g., smoking a cigarette). In this case, it is impor-

tant that a report be made just before the onset of

smoking. This is called event-driven sampling and

is predicated on having participants monitor their

thoughts or actions and initiate a report whenever

an event occurs or a threshold on a subjective vari-

able (e.g., craving) is met. The third sampling
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scheme is based entirely on time (either time-of-day

or time intervals) and is called interval-contingent

sampling. An example of this protocol is to signal

individuals every hour or every 20 minutes to make

a recording. Actually, many ambulatory blood pres-

sure monitors operate on exactly this scheme, and

the investigator can adjust the interval between

blood pressure readings. One issue with this sam-

pling scheme considered important for self-reported

data is that participants may come to expect signals

given their predictability and alter their behavior so

that they are able to make a report.

Although these three schemes represent the

main classes used to date, a couple of comments are

in order. First, one might wonder about the need

for any sampling scheme whatsoever (i.e., why not

have participants make recordings throughout the

day when convenient?). In fact, some versions of

pain diaries do just that or specify broad blocks of

time (e.g., afternoon) for making recordings. The

objection to this form of sampling is that partici-

pants will pick and choose the times in nonrandom

ways that may be correlated with predictions or

outcomes. For instance, in sampling pain levels in

patients with chronic pain, patients may select

times when they are in greater than average pain,

believing that the investigator is interested in such

times. Alternatively, periods of extreme pain might

not be selected for reports, because the individual is

so incapacitated that participating in research is the

furthest activity from his or her mind. Either of

these forms of self-selection have the capacity to

distort our understanding of pain. Second, it is not

unusual for research studies to incorporate two or

more sampling schemes to meet study goals. Such

hybrid protocols may not only be desirable, but in

many instances are also conceptually necessary.

To return to the example of the antecedents of

cigarette smoking (Shiffman et al., 2002), the infor-

mation (e.g., examination of momentary stress lev-

els to address the hypothesis that increased stress

leads to smoking) collected from event-driven sam-

pling indicates that stress was at a particular level

prior to smoking. But with what stress levels should

the data be compared to test the hypothesis? Some

might argue that stress levels taken at random

points throughout the day (random sampling)

might be the appropriate comparison, because the

investigator could then conclude, compared to

other times of the day, that stress was higher just

before smoking. One could strengthen this result by

determining the social and setting characteristics of

the smoking episodes and then select episodes with

those qualities from the random sampling. This

eliminates the argument that it wasn't high stress

that was associated with smoking, but certain situa-

tions or settings. Clearly, the strategy of using more

than one type of sampling could prove useful for

refining hypothesis testing.

Mode of Data Collection: Paper Versus

Electronic
Early versions of the ESM used pagers to signal par-

ticipants to make a diary recording. Later versions

used digital watches with auditory alarms and the

capability of storing many (e.g., 100) prepro-

grammed dates and times for alarms. Some of the

watches were linkable to personal computers so that

stored alarm schedules could be easily downloaded.

Both the pager and watch methods have inher-

ent limitations. First, because alarm schedules are

preprogrammed based on "usual" awakening

and bedtimes, participants who alter their

wake-sleep schedules or who naturally have

unusual schedules may be beeped when they are

asleep and not beeped when awake. This can result

in chunks of the participant's waking day not being

included in the sampling scheme, which is a threat

to the validity of the method. Some investigators

have individualized sampling protocols by obtain-

ing individuals' typical waking hours and have

scheduled the sampling so that it falls within those

hours. This helps resolve the validity threat, but

does not allow for variability in daily wakening

hours (e.g., weekday vs. weekend). Second, prepro-

grammed devices are limited in their flexibility.

They do not have the capacity to alter the manner

in which questions are presented to participants

(context-specific shifts like program branching

when a response indicates, e.g., that some questions

are not relevant). They also do not have the capa-

bility to alter their sampling routine in accordance

with the participants' behavior (e.g., alter the time

to the next random beep based on the occurrence
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of event-driven beeps to prevent beeps from being

too close to one another).

Technological developments in palmtop comput-

ers in the 1980s culminated in the current crop of

Personal Digital Assistants (PDAs), which was a

boon to the EMA field. These compact, fully func-

tional computer devices allow the programming of

sophisticated sampling schemes that can present

questions to participants directly on the PDA screen

(see Figure 5.2). Most of the screens are touch-sen-

sitive, so responses as well as the questions them-

selves can be presented. This eliminates the need for

paper diaries and a signaling device and replaces

them with a single, compact unit, which stores the

electronic diary (ED) data until the information is

uploaded to a personal computer. Of course, this

also eliminates the process of transcribing paper

questionnaire responses to electronic form, a time-

consuming and error-producing process.

Researchers have used EDs in many ways, but

only some of them realized the full capacity of these

FIGURE 5.2. An electronic diary displaying a visual

analog scale.

devices. Some implementations of EDs have mim-

icked the method of uploading preprogrammed

alarms described above with watches; however, this

method does not solve the sampling exposure prob-

lem. Other programs have been developed that gen-

erate prompts in real time and that result in the

ability to adapt to participants' schedules. Some of

the most sophisticated programs randomly imple-

ment a sampling strategy according to a set of

parameters. For instance, if a random schedule was

desired, the investigator would input both the aver-

age and minimum intervals between signals and the

program would prompt the individual using these

parameters. Thus, an individual who was awake for

a 20-hour period would obviously receive a greater

number of prompts compared with one who had a

shorter number of hours awake, but both people

could provide information during the entire time

period they were awake.

One of the most compelling reasons for using

EDs concerns the issue of participant compliance

with sampling protocols, or the proportion of

prompts completed according to the protocol.

Although low levels of noncompliance probably do

not unduly impact the validity of data, very high

levels of noncompliance are detrimental to data

quality. Data collected with paper diaries do not pro-

vide investigators with direct information about

compliance; instead, compliance is inferred by

examining the times and dates that participants

record on the paper diaries. Inferred compliance

rates have actually been quite high, at least at the

90% level (Hufford, Stone, Shiffman, Schwartz, &

Broderick, 2002). However, researchers have been

concerned about this apparently high level of com-

pliance for paper diaries for a couple of reasons.

First, experiences with instrumented medication

delivery devices, where an unobtrusive computer

monitors the use of the device (e.g., a steroid inhaler

or a pill dispenser), have shown poor levels of com-

pliance with medication protocols (Simmons, Nides,

Rand, Wise, & Tashkin, 2000; Straka, Fish, Benson,

& Suh, 1997). Second, many anecdotes from inves-

tigators running clinical trials with paper diaries

suggest that diaries are often hoarded and completed

at one time, sometimes right before a visit to the

research site (known as "parking lot" compliance).
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A recent study (Stone, Shiffman, Schwartz, Brod-

erick, & Hufford, 2002; Stone et al, 2003) exam-

ined compliance with a sampling protocol wherein

chronic pain patients were to make diary entries

about their pain thrice daily (10 a.m., 4 p.m., and 8

p.m.), over a 3-week period. The study used an

instrumented binder that held paper diary sheets

and recorded the openings and closings of the

binder. By defining periods of time around each of

the targeted recording hours (e.g., ± 15 m or ±45 m)

and examining the times when the diary binder was

actually open, we could determine actual compli-

ance rates. In summary, compliance rates computed

by examining subjects' self-reported entry times and

dates were consistent with past reports (about

90%). However, when actual compliance was com-

puted based on the openings, compliance dropped

dramatically to 11% (30 m window) and 19% (90

m window). More detailed examination of individ-

ual records produced evidence of back-filling of

paper diaries and, surprisingly, of completion of

diaries in advance (forward-filling). Altering the

protocol to include an auditory reminder alarm just

before the targeted completion times increased

compliance only by about 10% (Broderick,

Schwartz, Shiffman, Hufford, & Stone, 2003). For

us, the data suggest the importance of actually con-

firming protocol compliance, which EDs are easily

able to do. (A comparison group using EDs was

also incorporated into this study using the same

protocol; EDs that included auditory signals and

other compliance enhancing features yielded an

actual compliance rate of 94%.)

Application. EMA data collection protocols (using

both paper and electronic diaries) have been

applied to a variety of situations, including (but not

limited to) pain assessment, symptom reports in

clinical trials, smoking and alcohol cessation or

cravings, food consumption, mood and stress

assessments, and psychiatric and physiological

symptoms (Hufford & Shields, 2002; Stone et al.,

1998). In fact, it has been reported that about 25%

of Phase 2 to Phase 4 clinical trials use some type of

diary to monitor patients' responses (Hufford et al.,

2002). These studies have examined both healthy

volunteers as well as various disease populations.

Furthermore, studies have not been limited to

adults; adolescents and children have also partici-

pated in studies using EDs (Henker, Whalen, &

Jamner, 2002; Walker & Sorrells, 2002).

As technology has advanced, both clinicians and

researchers have increasingly implemented elec-

tronic diaries with EMA designs. Hufford and

Shields (Hufford & Shields, 2002) identified 76

empirical articles that used electronic diaries pub-

lished in peer-reviewed, English language journals

from 1990 to 2001. Since then, an additional 24

have been published (identified by replicating Huf-

ford's original searches).

The ease of use of the devices and depth of

information obtained using the various sampling

strategies explain the shift to studies utilizing EMA

and EDs. In addition, the ability to address within-

person hypotheses that are clinically relevant (Stone

et al., 2003) make this ideal for the interdisciplinary

research conducted in behavioral medicine.

Implementation
It is impossible to cover all the issues that should

be considered when designing an EMA study within

this chapter, but we will briefly cover many of the

most important considerations (more detail is avail-

able in Delespaul, 1998). In 2002, Stone and Shiff-

man published a paper on "reporting guidelines"

for momentary studies that suggest which study

design information should be reported in manu-

scripts. We use their outline as a convenient way of

presenting design issues.

Sampling. We have already discussed basic types of

sampling schemes used in EMA and the importance

of careful planning about the data needed to

address a study's hypotheses. Sampling density indi-

cates the number of signals participants receive per

day; with random and time interval prompting, this

is decided in advance. Determining sampling den-

sity a priori with event-driven sampling can be diffi-

cult unless one has considerable information about

the targeted thought or behavior's frequency of

occurrence. This is an important consideration if

the target behavior has the potential of occurring

quite frequently. Some researchers have imple-

mented ingenious schemes for sampling event-

driven behaviors with electronic diaries to
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overcome this problem. Shiftman and colleagues

studied antecedents of cigarette smoking, but felt

that full momentary assessments of every cigarette

smoked might prove too burdensome for partici-

pants. They therefore asked participants to indicate

all instances of smoking, but randomly selected a

portion of these for comprehensive assessment

(Shiffman et al., 1997). When choosing a sampling

strategy one must ensure that the proper time peri-

ods are sampled throughout the day. This maxi-

mizes validity of the results and minimizes bias.

Momentary procedures. Researchers face many

decisions pertaining to the actual protocols used to

collect momentary data, especially with EDs, given

the great flexibility afforded by the programming

(e.g., Delespaul, 1995; Hufford & Shields, 2002). A

few examples show issues that need consideration.

In the case of event-driven recording, participants

need a very clear understanding of the "rules" for

making a diary entry. To use a medically oriented

example, researchers studying bowel movements

would need to accentuate to participants exactly

when they should make the recording (e.g. during,

immediately after, within an hour) and if a record-

ing should be made for each event. For discrete

events and actions like this, the criteria for initiat-

ing a recording may be straightforward. However,

when individuals must initiate a recording on the

basis of having a certain intensity of a feeling or

having a particular thought, then potential bias

issues arise. Are individuals capable of detecting the

threshold sought by the investigator (e.g., "moder-

ately stressed"), and how can the reliability of these

reports be verified? Extensive piloting with well-

trained, extensively debriefed participants may help

determine the success of such event-driven prompt-

ing schemes.

Another example of these reporting issues con-

cerns how an investigator handles a missed prompt

in a random or interval-contingent sampling study.

Has a period of time after (or before) the targeted

time been designated in advance as an acceptable

period for completing a prompt? Does the ED

administer another prompt a few minutes after a

missed prompt? How many times? Thus, the devel-

opment of a sampling protocol, which can impact

the quality and validity of the data collected, is a

complex process. In all cases, the electronic proto-

col needs extensive field testing prior to implemen-

tation in the trial—research staff must use the ED

for several days, essentially exposing themselves to

all kinds of circumstances that participants may

encounter.

Data acquisition interface. The type and size of

the data acquisition interface is another considera-

tion for users of electronic diaries (Hufford &

Shields, 2002). Most EDs have a small display

screen, about 6 cm x 6 cm, making it a challenge to

devise ways of presenting moderate length ques-

tions and responses in a legible, efficient manner.

When transferring standardized questionnaires to

ED platforms, it is typical to rewrite the questions

to fit the display. Questions must retain their origi-

nal meaning, however, and pretesting of significant

rewrites may be necessary to ensure accuracy. Simi-

larly, response options in questionnaires can take

many forms ranging from "Yes/No" options to

checklists of items to 5-point and visual analog

scales (VAS). The "Yes/No" response option is usu-

ally not a problem given its brevity; however, lists

of items can be problematic. One solution is to

allow participants to scroll through a list of options

where some of the options are not shown until the

scrolling reaches them. In this way, many response

options can be made available. Likewise, VAS scales

in questionnaires are usually 10 cm in length,

which is beyond the available presentation real

estate of most PDA displays. Some have raised

questions about whether or not a shorter VAS scale

yields the same information as 10 cm scales; so far,

the evidence is that they are equivalent (r = 0.97;

Jamison et al., 2002).

Compliance. Compliance issues were discussed

above and here we simply stress the importance of

reporting the actual protocol compliance.

Training of participants. An important, yet often

overlooked, feature of an EMA study is the proce-

dures used to train participants in the use of the

diaries and procedures to monitor and enhance

compliance (Hufford & Shields, 2002). Participants

need a thorough understanding of the study proto-
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col and the data collection device prior to the onset

of field recording. In many laboratories, participants

are first trained in small groups about the purpose

of the study and the procedures for making diary

entries, and they can then practice completing the

diary in the presence of the investigators. This ED

training is especially important given the unfamil-

iarity that some individuals have with PDAs and the

complexity of the implementation. Many features of

sophisticated EDs (e.g., sleep, nap, and delay) are

perfectly understandable once fully explained,

although not self-explanatory. Therefore, we

strongly urge investigators using EDs to have par-

ticipants practice with them during the training ses-

sion. We find that 30 to 60 minutes is usually

adequate for training a small group.

Apart from excellent training, obtaining good

protocol compliance is really an ongoing process

wherein participants are provided with performance

feedback. Follow-up phone calls may be made after

the training session. During this phone call the

researcher can make sure the device is working

properly in the field and ensure that the participant

is comfortable using the ED for the study's dura-

tion. This troubleshoots problems during the early

stages of data collection and sees that the partici-

pant is using the ED correctly. Another type of on-

going feedback involves providing participants with

information about compliance or the quality of

their data (e.g., missing entries) at regular intervals

throughout a study. This sort of feedback may be

especially important early in the study, when partic-

ipants are still learning the protocol requirements;

corrective feedback at this stage can largely impact

data quality and compliance for the remainder of

the study. Some implementations of EDs have on-

screen compliance feedback, such that, when

prompts are missed, information is provided about

the missed prompt—perhaps with an encouraging

word about the importance of timely diary comple-

tion. These and other clever ways of enhancing

compliance are critical to achieving the goals of a

momentary study.

Data management. These are rather technical, nev-

ertheless important, issues for the overall success of

a momentary study. However, we will not detail

these issues here. Some things to remember when

undertaking a study of this kind are (a) to have

trained staff who are able to troubleshoot problems

with the hardware and software of the device and

(b) to have an adequate database program that can

handle the amount of data generated from such a

study.

Analytic issues. Momentary data present investiga-

tors with many challenges. The volume of data is

often immense given the substantial number of

recordings made by each participant. Most chal-

lenging, though, is the multilevel structure and

repeated nature of the data. Unlike between-person

studies where the individual is usually the smallest

unit of analysis, in EMA research the moment is

nested within persons, and this demands tech-

niques specifically designed for this data structure.

Multilevel analyses, hierarchical linear models, and

random regression are all analysis techniques that

can be used for analyzing momentary data. Several

review papers including Schwartz and Stone

(Schwartz & Stone, 1998, in press) and Tennen

and Affleck (2002) discuss the pitfalls of using tra-

ditional analysis of variance procedures with

momentary data and provide overviews and techni-

cal references for the other techniques. All novice

researchers who are considering conducting a

momentary study should familiarize themselves

with these models or obtain expert consultation, as

there are many subtleties to successfully conduct-

ing analyses of momentary data. Within the next

year or so a book on conventional and alternative

statistical approaches to real-time data, edited by

Ted Walls, should be available.

Reactivity and Participant Burden

A concern that users of EMA have expressed is

the possibility of reactive arrangements. This is

the potential for the use of diaries to affect the

experience of the phenomenon being studied.

Certainly, this is a reasonable concern given the

additional and unusual attention that will be paid

to whatever is being recorded in the diary. Never-

theless, several studies suggest that a moderate

density of momentary reporting does not have a

major impact on reporting, at least over a 2- to
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3-week period (Cruise, Porter, Broderick, Kaell, &

Stone, 1996). Recently, Stone and colleagues

(Stone et al., 2003) examined the possibility that

the use of an ED affects the level of pain being

reported over a 2-week period, using random

sampling schedules with densities of 3, 6, or 12

times per day. Consistent with prior studies, Stone

et al. observed little evidence of a shift in pain

over time or according to sampling density. This

study also examined the possibility that momen-

tary reporting alters the recall of weekly pain

reports that stem from reactive arrangements, and

this was tested with both between-person and

within-person analyses. The study showed no evi-

dence that momentary recording procedures

altered recall of pain.

Clearly, EMA protocol can be quite burdensome

and possibly annoying for participants unless con-

siderable care is taken. Although there are no

"rules" about what is too much, several factors need

consideration, including the following:

1. the length of the diary interview (from under a

minute to many minutes),

2. the daily sampling density (from once a day to

25 or more per day),

3. the duration of study (from a single day to many

weeks), and

4. the characteristics of the participant sample

(from healthy adolescents to chronically ill

patients).

If the burden is too great or the annoyance too

high, then attrition will likely increase and compli-

ance with the recording will decrease, both serious

threats to the internal validity of a study.

The reactivity study mentioned above (Stone et

al., 2003) used a 2-minute diary on pain over a 14-

day period with chronically ill pain patients and

examined three sampling densities. Protocol com-

pliance was extremely good (94%) and did not dif-

fer by sampling density group. At the end of the

study, participants rated how they felt about being

in the study. In brief, although there were some

expected effects in perceived burden according to

sampling density, even the 12-day group rated the

burden as just above "slightly burdensome" and the

same for the degree of interference with daily activi-

ties. Importantly, all groups said they were at least

"moderately" sure that if offered, they would partic-

ipate in another study like the one they had just

completed. Although this was only a single study

addressing the issue, it seems reasonable that EMA

protocols can be well tolerated by patients.

Other Forms of Momentary Data Capture

In addition to the paper and electronic diary meth-

ods described above, other methods are available

for capturing momentary data in the real world,

and we briefly mention them here. One method is

interactive voice recording or IVR where a dedi-

cated computer is programmed to present questions

and response options to participants via telephone.

This well-developed technology can be used in sev-

eral ways, and one common approach is to have

participants call the computer at designated times

(e.g., the end of the day). Using either the tele-

phone's digital keypad or their own voice, users are

instructed to identify themselves and then are taken

through a series of verbal questions and, again, with

either keypad or voice, are able to provide

responses. The system records the time and date of

the responses and is capable of the same complex

branching of questions as described for high level

EDs. The ubiquity of cell phone usage increases the

probability of convenient access to the IVR system.

In another version of this system, the computer

calls participants at designated times for the data

collection.

A rapidly growing methodology stemmed from

the popularity of the Internet. With this system,

researchers develop a questionnaire and program a

Web site to present the information to participants.

For their part, participants simply access the site

and complete the questionnaire, which is time and

date stamped. Although serious questions remain

regarding the security of such systems for collecting

sensitive information, we imagine that such prob-

lems will be resolved in the future.

Finally, investigators have developed means of

sampling the auditory environment of individuals

as they go about their normal activities, including

conversations with others as well as ambient

sounds (Mehl & Pennebaker, 2003). From these

short recordings, made by a specially modified
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voice-activated tape recorder, the developers pur-

port to be able to derive many indices of the psy-

chological state of the targeted person, the nature of

their interactions, and the characteristics of their

social environment. Creative uses of technology like

this one are exciting.

SUMMARY

In sum, the collection of self-report data has under-

gone an interesting evolution. From studies involv-

ing interviews to those using electronic diaries to

collect momentary data, the techniques for under-

standing peoples' experiences have become more

refined, comprehensive, and have moved from the

office to the field. Some of the challenges that

researchers using EMA (in particular, with EDs)

must address are analytical issues (handling and

interpreting the large amount of data generated)

and cost issues incurred from using state-of-the-art

technology (both hardware and software). However,

the benefits include having a large amount of data

for each individual (making clinically relevant,

within-person analyses possible), being able to

monitor compliance (thus, being confident that

compliance is not being "faked"), assessing people

in their normal environment (to increase ecological

validity), and making decisions a priori about the

time frame to assess each construct (to reduce recall

bias). Depending on the research hypothesis being

studied, these benefits may outweigh the challenges.

Thus, EMA is the next step for self-report research

to attain the goal of measuring real-world data.
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Visual display of your experimental design

index.html

start.html

11430f

demos.html

choice.html

thank.html

FIGURE 6.4. A visual display of the design and materials in the cup Web experiment, showing
the four experimental conditions to which participants are randomly distributed as well as the
folders and Web pages used in the Web experiment. The display is created in Step 9 in WEXTOR.

Data Analysis
Because of the large numbers of possible partici-

pants recruited on the Internet within a short

period of time, data analysis can often follow briefly

after the recruitment process. In the case of the

replication of the cup experiment, I collected 162

data sets within 8 hours (Reips, 2003). Log files

contain information in a format of one line per

accessed piece of material. However, for a useful

statistical analysis, most often a "one row per par-

ticipant" format is needed. A Web-based service to

do this transformation is Scientific LogAnalyzer.

Several methodological features specifically needed

for the analyses of data collected using Web-based

assessment methods were implemented in Scientific

LogAnalyzer (e.g., the detection and handling of

multiple sessions, computation of response times,

and a module for analyzing and visualizing

dropout). Figure 6.6 shows an example of the

dropout tree generated by Scientific LogAnalyzer.

Each node can be expanded or collapsed, and

absolute and relative frequencies of choices of paths

are calculated and displayed. After a speedy analysis

of even large log files (Reips & Stieger, 2004), Sci-

entific LogAnalyzer creates output in HTML or a

tab-delimited form suited for import into statistics

software. A more detailed example of a log file

analysis is available from Scientific LogAnalyzer's

online help.

This section presented a description of how to

create, conduct, and analyze data from a Web-based

study with those tools my colleagues and I devel-

oped in our group. Of course there are alternative

approaches. (For the design of simple, one-page

Web surveys, use SurveyWiz; Birnbaum, 2000.)

FactorWiz, also by Birnbaum (2000), is a tool for

one-page within-subjects factorial experiments.

Yule and Cooper (2003) recently published Express,

a program for large-scale simulations also used

for Internet-based experimenting. Web-based
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FIGURE 6.5. The form to be used to submit a Web experiment to be

linked on the Web experiment list.
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FIGURE 6.6. An example for the dropout tree that can be generated with Scientific LogAnalyzer.

Each node can be expanded or collapsed, and absolute and relative frequencies of choices of paths

are calculated and displayed.
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C H A P T E R 6

WEB-BASED METHODS

Ulf-Dietrich Reips

What can be gained from applying Web-based

methods to psychological assessment? In the last

decade it has become possible to collect data from

participants who are tested via the Internet rather

than in the laboratory. Although this type of assess-

ment has inherent limitations stemming from lack

of control and observation of conditions, it also has

a number of advantages over laboratory research

(Birnbaum, 2004; Krantz & Dalai, 2000; Reips,

1995, 1997, 2000, 2002c; Schmidt, 1997). Some of

the main advantages are that (a) one can test large

numbers of participants very quickly; (b) one can

recruit large heterogeneous samples and people

with rare characteristics; and (c) the method is

more cost-effective in time, space, and labor in

comparison with laboratory research.

This chapter comprises seven sections. In the

first section, Web-Based Methods in Psychology, I

briefly look at the short history of Web-based

methods in psychological research, describe their

characteristics, and present a systematic overview

of different types of methods. The second section,

Advantages of Web-Based Methods, illustrates that

Web-based methods promise a great number of

benefits to psychological assessment, several of

which have been empirically supported or are

confined to specific conditions. The third section,

Common Concerns Regarding Internet-Based

Studies, presents some typical concerns regarding

Web-based research, along with findings and rea-

sons that convincingly soften most concerns.

However, the theoretical and empirical work con-

ducted by pioneers in research on Web-based

methods has also identified some basic problems

and some typical errors. The fourth section, Tech-

niques, demonstrates several techniques to avoid,

solve, or alleviate these issues. The fifth section,

Three Web-Based Assessment Methods, explains

several specific methods, including log file analy-

sis, using the randomized response technique

(RRT) on the Web, and game scenarios as covers

for Web experiments. The sixth section, Using

Web-Based Methods: An Example, gives the

reader the opportunity to become active and

experience Web-based methods by creating and

conducting a Web-based experiment and, subse-

quently, a log file analysis in a step-by-step fash-

ion. The example used is from Internet-based

psychological research on framing effects. It

shows how the use of Web-based tools can create

a whole new type of research experience in psy-

chology when Web-based methods of assessment

are integrated with new communication and pres-

entation modes. The concluding section looks at

potential future trends and the continuing evolu-

tion of Web-based methods and their use in psy-

chological assessment. The rapid development of

Web technology and the spread of knowledge

among psychologists regarding its characteristics

creates the expectation that Web-based methods

will inevitably impact the way psychological

assessment is conducted in the future.

Thanks to Michael Birnbaum for his helpful comments.
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WEB-BASED METHODS IN PSYCHOLOGY

Since the beginning (i.e., when the interactive Web

became available with the advent of forms in HTML

standard 2.0), this technology has been used in psy-

chological research. The first psychological ques-

tionnaires appeared in 1994. Krantz, Ballard, and

Scher (1997) and Reips (1997) conducted the first

Internet-based experiments in the summer of 1995,

and Reips opened the first virtual laboratory in Sep-

tember 1995 (Web Experimental Psychology Lab:

http://www.psychologie.unizh.ch/sowiAJlf/Lab/

WebExpPsyLab.html1). Studies conducted via the

World Wide Web (WWW) have grown exponentially

since 1995, when researchers began to take advantage

of the new standard for HTML, which allowed for

convenient data collection (Musch & Reips, 2000).

To get an overall impression of the kinds of psy-

chological studies currently in progress on the Web,

the reader may visit studies linked at the Web

Experimental Psychology Lab or at the following

Web sites:

Web experiment list (Reips & Lengler, 2005):

http://genpsylab-wexlist.unizh.ch/

Web survey list:

http://genpsylab-wexlist.unizh.ch/

browse.cfm?action=browse&modus=survey

Psychological Research on the Net by Krantz:

http ://psych. hanover. edu/research/

exponnet.html

International Personality Item Pool by Goldberg:

http://ipip. ori. org/ipip/

Online Social Psychology Studies by Pious:

http://www.socialpsychology.org/expts.htm

Decision Research Center by Birnbaum:

http ://psych. fullerton. edu/mbirnbaum/

decisions/thanks.htm

Types of Web-Based Methods
Web-based studies can be categorized as nonreactive

Web-based methods, Web surveys, Web-based tests,

and Web experiments.

Nonreactive Web-based methods refer to the use

and analysis of existing databases and text collec-

tions on the Internet (e.g., server log files or news-

group contributions). The Internet provides an

ocean of opportunities for nonreactive data collec-

tion. The sheer size of Internet corpora multiplies

the specific strengths of this class of methods: Non-

manipulable events can be studied in natura, facili-

tating the examination of rare behavioral patterns.

An early example of the use of nonreactive data is

the study of communicative behavior among mem-

bers of several mailing lists, conducted in 1996 and

1997 (at a time when SPAM was a rare phenome-

non) by Stegbauer and Rausch (2002). These

authors were interested in the so-called "lurking

behavior" (i.e., passive membership in mailing lists,

newsgroups, and other forums). By analyzing the

number and time of postings and the interaction

frequencies pertaining to e-mail headers in contri-

butions, Stegbauer and Rausch empirically clarified

several questions regarding the lurking phenome-

non. For instance, about 70% of subscribers to

mailing lists could be classified as lurkers, and

" . . . among the majority of users, lurking is not a

transitional phenomenon but a fixed behavior pat-

tern [within the same social space]" (p. 267). On

the other hand, the analysis of individuals' contri-

butions to different mailing lists showed a sizeable

proportion of people may lurk in one forum but are

active in another. With this result, Stegbauer and

Rausch empirically supported the notion of so-

called weak ties as a basis for the transfer of

knowledge between social spaces.

The fifth section, Three Web-Based Assessment

Methods, describes log file analysis as an (impor-

tant) example of a nonreactive Web-based method.

For more examples refer to Nonreactive Methods in

Psychological Research (Fritsche & Linneweber,

this volume, chap. 14).

Web surveys: The most commonly used Web-

based assessment method is the Web survey. The

frequent use of surveys on the Internet can be

explained by the apparent ease with which Web

surveys can be constructed, conducted, and evalu-

ated. However, this impression is somewhat falla-

cious. Work by Dillman and his group (Dillman

'Because Web addresses (URLs) may change, the reader is advised to use a search engine like Google (http://www.google.com/) to access the Web
pages mentioned in this chapter. In the present case, typing "Web Experimental Psychology Lab" into the search field will return the link to the lab-
oratory as the first listed result. The Web Experimental Psychology Lab can also be accessed using the short URL http://tinyurl.com/dwcpx
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& Bowker, 2001; Dillman, Tortora, & Bowker,

1998) has shown that many Web surveys are

plagued by problems of usability, display, sam-

pling, or technology. Joinson and Reips (in press)

have shown through experiments that the degree

of personalization and the power attributable to

the sender of an invitation to participate in the

survey can impact survey response rates. Data

quality can be influenced by degree of anonymity,

and this factor as well as information about incen-

tives also influences the frequency of dropout

(Frick, Bachtiger, & Reips, 2001). Design factors

like the decision whether a "one screen, one ques-

tion" procedure is applied or not may trigger con-

text effects that turn results upside down (Reips,

2002a). Despite these findings, converging evi-

dence shows that Web-based survey methods

result in qualitatively comparable results to tradi-

tional surveys, even in longitudinal studies

(Hiskey & Troop, 2002).

Web-based psychological testing constitutes one

specific subtype of Web surveying (unless an

experimental component is part of the design, see

Erdfelder & Musch, this volume, chap. 15).

Buchanan and Smith (1999), Buchanan (2001),

Preckel and Thiemann (2003), and Wilhelm and

McKnight (2002), among others, have shown that

Web-based testing is possible if the particularities

of the Internet situation are considered (e.g., com-

puter anxiety may keep certain people from

responding to a Web-based questionnaire).

Buchanan and Smith found that an Internet-based

self-monitoring test not only showed similar psy-

chometric properties to its conventional equivalent

but compared favorably as a measure of self-moni-

toring. Their results support the notion that Web-

based personality assessment is possible. Similarly,

Buchanan, Johnson, and Goldberg (2005) showed

that a modified International Personality Item Pool

(IPIP) inventory they evaluated appears to have

satisfactory psychometric properties as a brief

online measure of the domain constructs of the

Five-Factor Model. Across two studies using differ-

ent recruiting techniques, they observed acceptable

levels of internal reliability and significant correla-

tions with relevant criterion variables. However, the

issue of psychometric equivalence of paper-and-

pencil versions of questionnaires with their Web-

based counterparts is not a simple "all equal." For

instance, Buchanan et al. (in press) could only

recover two of four factor-analytically derived sub-

scales of the Prospective Memory Questionnaire

with a sample of N = 763 tested via the Internet.

The other two subscales were essentially meaning-

less. Buchanan and Reips (2001) showed that tech-

nical aspects of how the Web-based test is

implemented may interact with demography or

personality and, consequently, introduce a sam-

pling bias. In their study they showed that the aver-

age education level was higher in Web-based

assessment if no JavaScript was used, and that Mac

users scored significantly higher on Openness than

PC users.

Web experiments show a certain categorical dis-

tinctiveness from experiments conducted in the lab-

oratory or in the field (Reips, 1995, 2000). However,

the underlying logical criteria are the same as those

in the other experimental methods. Hence, the defi-

nition of "experiment" used here requires manipula-

tion of the independent variable(s), repeatability, and

random assignment to conditions. Likewise, a quasi-

Web experiment would involve nonrandom assign-

ment of subjects to conditions (see Campbell &

Stanley, 1963; Kirk, 1995).

Web experiments offer a chance to validate find-

ings that were acquired using laboratory experi-

ments and field experiments. The number of

participants is notoriously small in many traditional

studies because researchers set the Type I error

probability to a conventional level (and therefore

the power of these studies is low; Erdfelder, Paul, &

Buchner, 1996). One of the greatest advantages in

Web research is the ease with which large numbers

of participants can be reached. The Web Experi-

mental Psychology Lab, for instance, is visited by

about 4,000 people per month (Reips, 2001). On

the Internet the participants may leave at any time,

and the experimental situation is usually free of the

social pressure often inherent in experiments con-

ducted for course credit with students. Because

Web experiments are often visible on the Internet

and remain there as a documentation of the

research method and material, overall transparency

of the research process is increased.
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ADVANTAGES OF WEB-BASED METHODS

One of the principal reasons why Web-based meth-

ods are so popular is the fundamental asymmetry of

accessibility: What is programmed to be accessible

from any Internet-connected place in the world

will surely also be accessible in a university labora-

tory, but what is programmed to work locally may

most likely not be accessible anywhere else. A labo-

ratory experiment, for instance, cannot simply be

turned into a Web experiment by connecting the

host computer to the Internet. But any Web experi-

ment can also be used in the laboratory. Conse-

quently, it is a good strategy to design a Web-based

study, if possible. As demonstrated later in this

chapter, however, the ease with which laboratory

studies can be connected to the Web when devel-

oped with Internet software carries the danger of

overlooking the specific methodological require-

ments of using Web-based methods. The require-

ments and associated techniques are outlined in the

next section of this chapter; however, some primary

advantages of Internet-based assessment must first

be stressed.

Web-based methods offer various benefits to

the researcher (for summaries, see Birnbaum,

2004; Reips, 1995, 2000, 2002c). Main advantages

are that (a) one can test large numbers of partici-

pants quickly; (b) one can recruit large heteroge-

neous samples and people with rare characteristics

(Schmidt, 1997); and (c) Web-based methods are

more cost-effective in time, space, administration,

and labor in comparison with laboratory research.

Of course, all advantages of computerized assess-

ment methods (see Drasgow & Chuah, this vol-

ume, chap. 7) apply to Web-based assessment

methods as well. Methodological analyses and

studies reveal that Web-based methods are usually

valid (e.g., Krantz, Ballard, & Scher, 1997; Krantz

& Dalai, 2000) and sometimes even generate

higher quality data than laboratory studies (Birn-

baum, 2001; Buchanan & Smith, 1999; Reips,

2000) and facilitate research in previously inacces-

sible areas (e.g., Bordia, 1996; Coomber, 1997;

Rodgersetal., 2001).

Other benefits of Web-based methods are (d)

the ease of access for participants (bringing the

experiment to the participant instead of the oppo-

site); (e) the ease of access to participants from dif-

ferent cultures—for instance, Bohner, Danner,

Siebler, and Samson (2002) conducted a study in

three languages with 440 women from more than

nine countries (but see the discussion about the

physical and educational digital divide in access to

Web technology); (f) truly voluntary participation

(unless participants are required to visit the Web

site); (g) detectability of confounding with motiva-

tional aspects of study participation; (h) the better

generalizability of findings to the general popula-

tion (e.g., Brenner, 2002; Horswill & Coster,

2001); (i) the generalizability of findings to more

settings and situations because of high external

validity—Laugwitz (2001), for instance, was able

to show that a color perception effect in software

ergonomics persisted despite the large variance of

conditions of lighting, monitor calibration, and so

forth in participants' settings; (j) the avoidance of

time constraints; (k) the simultaneous participation

of very large numbers of participants is possible;

(1) the reduction of experimenter effects (even in

automated computer-based assessments there is

often some kind of personal contact, not so in

most Web-based assessments); (m) the reduction

of demand characteristics (see Orne, 1962); (n)

greater visibility of the research process (Web-

based studies can be visited by others, and their

links can be published in articles resulting from the

research); (o) the access to the number of people

who see the announcement link to the study, but

decide not to participate; (p) the ease of cross-

method comparison—comparing results with

results from a sample tested in the laboratory, (q)

greater external validity through greater technical

variance; and (r) the heightened public control of

ethical standards.

These are the reasons why 70% of those who

have conducted a Web experiment intend to cer-

tainly use this method again (with the other 30%

who are keeping this option open). "Large num-

ber of participants" and "high statistical power"

were rated by surveyed researchers who had

made the decision to conduct a Web experiment

as the two most important benefits (Musch &

Reips, 2000).
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COMMON CONCERNS REGARDING

INTERNET-BASED STUDIES

Many routinely raised concerns involve the lack of

proper sampling and the lack of control in Internet-

based studies. There are also issues of coverage,

measurement, and nonresponse (Dillman, 2001).

According to D. Dillman (personal communication,

April 1, 2004) the situation gets worse, partly

because of the ever increasing variety of media and

differences in access to and knowledge about

media. Along with other researchers (e.g., Brenner,

2002; Dillman, 2000), I have continuing concerns

about potential problems in both Internet-based

and laboratory studies. Many unresolved issues

remain in traditional studies, including contami-

nated student samples, experimenter effects,

demand characteristics, motivational confounding,

low power, and generalizability (for an extensive

discussion see Reips, 2000), and these issues can be

alleviated or even resolved with Web-based meth-

ods. Experience has shown initial concerns regard-

ing Web-based methods, like the frequency and

detectability of multiple submissions, nonrepresen-

tativeness of Internet users, dishonest or malicious

behavior (false responses and "hacking"), are not as

problematic as previously considered (Birnbaum,

2004; Birnbaum & Reips, 2005), and the real issues

tend to be overlooked (Reips, 2002b, 2002c).

When designing a study one must find a balance

between methodological advantages and disadvan-

tages. From a multimethod perspective, the oppor-

tunity to validate findings with a new set of

methods in a new setting is an exciting one: Design

the study for the Web, and for comparison, run a

subsample in the traditional way.

Response Time Measurement
One of the more technical concerns about Web-

based methods deals with response or even reaction

time measurement. How can these times be accu-

rate if the computer equipment is not standardized

and calibrated, and if the response is transferred

over a fragile net connection? The simple answer is:

The noise is small enough to detect relative differ-

ences in a proper design, even with the weaker

techniques of Internet-based response time meas-

urement, like JavaScript. Reips, Morger, and Meier

(2001) demonstrated in an experiment on the pre-

viously established list context effect with a Web and

a lab condition that an effect is detectable on the

Web using JavaScript time measurement. However,

for the same number of participants, the power to

detect effects is lower on the Web. Fortunately, as

mentioned earlier, it is also much easier to recruit

many participants on the Web.

One of the ways to measure response times is

via JavaScript. Because JavaScript is a "client-side"

language (it does not run on the server, but on the

participants' computers), depending on the exact

JavaScript methods used in the scripts, OS, browser

type, browser version, and other software running

on the client, there is a probability for variance in

timing and technical problems with JavaScript.

Accumulating technical interactions with JavaScript

can even lead to crashes of browsers and computers

(for an experiment showing that using JavaScript in

a Web experiment will lead to a 13% higher overall

dropout rate compared to the same Web experiment

without JavaScript, see Schwarz & Reips, 2001).

The likelihood for problems seems to decrease,

though, with newer browsers and newer OS ver-

sions that obviously adapt well to the problems.

A second crude way of measuring response

times is to calculate the time differences of when

materials are accessed on the Web server. Scientific

LogAnalyzer (Reips & Stieger, 2004; see Using

Web-Based Methods: An Example, this chapter)

includes a routine to calculate these times from

servers' log files.

So, is there any way to accurately measure reac-

tion times via the Internet? There is: Eichstaedt

(2001) developed a Java-based method for very

accurate response time measurements. A clever

combination of applets ensures continuous syn-

chronization and calibration of timing between

server and client, which minimizes timing inaccura-

cies produced by the Internet.

TECHNIQUES

Two types of techniques were developed in Inter-

net-based research. One type guards against com-

mon errors and problems, the other one increases
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the usefulness of Web-based assessment methods.

Also, techniques can be grouped, along the stages

of the research process, according to their applica-

tions: techniques for design and procedure, tech-

niques for recruitment, techniques for data analysis.

Many of the techniques have been implemented in

those Web services or software that allow the cre-

ation of Web-based assessments.

Techniques Against Common Errors and
Problems
Every coin has two sides, and so the great advan-

tage of revealing assessment materials to a large

worldwide audience via the Internet also means

that the collected information may be accessible for

many people. There is evidence that confidential

data is often openly accessible (an estimate runs at

25%-33%, and this is a cause for concern) because

of configuration errors on the part of the researcher

that can be easily made in certain operating systems

(Reips, 2002b). Several measures help delete this

problem: (a) choosing the right (secure) combina-

tion of operating system and Web server, (b) using

a pretested system to develop and run the Web-

based assessment, and (c) having people with good

Internet knowledge test the Web-based assessment

for security weaknesses.

In dealing with multiple submissions that may

become a problem in highly motivating study sce-

narios (see the description of game-based Web

experiments in Three Web-Based Assessment Meth-

ods, this chapter), one can use techniques for avoid-

ing and techniques for controlling the respondents'

behavior (Reips, 2002c). Avoidance of multiple sub-

missions, for instance, can be achieved by limiting

participation to members of a group known to the

researcher, like a class, an online participant pool, or

online panel (Goritz, Reinhold, & Batinic, 2002)

and working with a password scheme (Schmidt,

1997). A technique that helps control multiple sub-

missions is the sub-sampling technique (Reips, 2000,

2002b): For a limited random sample from all data

sets, every possible measure is taken to verify the

participants' identity, resulting in an estimate for the

total percentage of multiple submissions. This tech-

nique can help estimate the number of wrong

answers by checking verifiable responses (e.g., age,

sex, occupation). Applications for Web-based

assessment may include routines that check for

internal consistency and search for answering pat-

terns (Gockenbach, Bosnjak, & Goritz, 2004).

Overall, it has repeatedly been shown that multiple

submissions are rare in Internet-based research

(Reips, 1997; Voracek, Stieger, & Gindl, 2001), and

that data quality may vary with a number of factors

(e.g., whether personal information is requested at

the beginning or end of a study, Frick et al, 2001;

information about the person who issues the invita-

tion to the study, Joinson & Reips, in press; or

whether scripts are used that do not allow partici-

pants to leave any items unanswered and, therefore,

cause psychological reactance, Reips, 2002c).

Techniques to Increase the Usefulness of
Web-Based Assessment
One major asset available in Web-based assessment

methods is the information gained from different

types of nonresponse behavior (Bosnjak, 2001),

particularly dropout (attrition). Dropout is always

present in Web-based assessment methods because

subjectively the participant is in a much more vol-

untary setting than in a laboratory situation.

Although one may consider dropout a serious prob-

lem in any type of study, dropout can also be put to

use and turned into a detection device for motiva-

tional confounding, i.e. the confounding of the

motivation to continue participating in the study

with any other difference caused by differing influ-

ences between conditions (Reips, 1997, 2000,

2002b; Reips, Morger, & Meier, 2001). If desired,

dropout can also be reduced by implementing a

number of measures, like promising immediate

feedback, giving financial incentives, and by per-

sonalization (Frick et al., 2001). Or, the warm-up

technique for dropout control can be implemented

(Reips, 2000, 2002b): the actual study begins sev-

eral pages deep into the material, so a high compli-

ance is already established.

Only a selection of the available techniques can

be explained in this chapter, but the reader is

referred to Birnbaum (2001), Birnbaum and Reips

(2005), and Reips (2000, 2002b, 2002c, 2002d) for

more detailed explanations of these and other tech-

niques of Web-based assessment.
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THREE WEB-BASED ASSESSMENT METHODS

In this section, three specific Web-based methods

are presented: log file analysis as an example of a

nonreactive method, using the randomized

response technique in surveys conducted on the

Web, and games as a cover format for Internet-

based experiments.

Log file analysts is at the core of many nonreac-

tive methods of behavioral research on the Web.

Navigation behavior in Web sites can be captured as

so-called click streams, both on an individual and

on a group level. Scientific applications for Web log

analysis can be used to extract information about

behaviors from log files, calculate response times

and nonresponse behavior, and find relevant differ-

ences between users' navigation behaviors. The tool

STRATDYN (Berendt, 2002; Berendt & Brenstein,

2001), for instance, provides classification and visu-

alization of movement sequences in Web navigation

and tests differences between navigation patterns in

hypertexts. Scientific LogAnalyzer (Reips & Stieger,

2004) is geared toward analyzing data provided on

forms and was developed for the analysis of data

from most types of Internet-based experimenting

(see Using Web-Based Methods: An Example, this

chapter, for a description of how to use Scientific

LogAnalyzer). LOGPAT (Richter, Naumann, &

Noller, 2003) is useful in analyzing sequential

measures, (i.e., counting the frequency of specific

paths or path types in a log file). Like Scientific

LogAnalyzer, LOGPAT was developed as a platform-

independent, Web-based tool. In addition to these

scientific applications, a large number of commer-

cial and free log file analysis programs are available

that primarily focus on helping the user maintain a

Web site. This type of software can help identify

access errors, points of entry, and user paths

through a Web site. Many of the applications are

user friendly and create visually appealing graphi-

cal output. Example programs are Analog

(http ://www. analog, ex/), FunnelWeb

(http://www.quest.com/funneLweb/analyzer/),

TrafficReport (http://www.seacloak.com/), and

Summary (http://www.summary.net/).

Testing large numbers of participants very

quickly via the Web is particularly important for the

success of research projects that depend on the avail-

ability of a large sample. Therefore, a Web-based for-

mat is always a good choice if the randomized

response technique (RRT; Warner, 1965) is to be used.

Researchers have demonstrated the feasibility of the

RRT in a large number of studies (e.g., Antonak &

Livneh, 1995; for an explanation of the method see

Erdfelder & Musch, this volume, chap. 15).

One of the better versions of the RRT, the

cheater detection model by Clark and Desharnais

(1998), which operates with an experimental

between-subjects manipulation, has been repeat-

edly used on the Web (Musch, Broder, & Klauer,

2001; Reips & Musch, 1999). Figure 6.1 shows a

screen capture taken from the Web-based RRT

study by Reips and Musch on the feasibility and

trustworthiness of a computerized random genera-

tor. The participant is asked to click on the ran-

dom wheel on the left side of the window. A click

results in one of two events: If the left portion of

the window turns blue then a true answer to the

question is requested. If the window turns red,

then the participant is asked to answer with "Yes,"

independently of the true answer. This condition

is compared with one in which a different "ran-

dom" device independent of computers and the

Internet is used: the participant's month of birth.

From various other conditions the behavior's inci-

dence rate and the proportion of "cheaters" (sic!)

in the sample can be calculated, as well as the

influence of the computerized "random wheel."

The enhanced anonymity often associated with

Web-based questioning has provided additional

advantages when conducting RRT surveys on the

Internet.

Web experiments designed in game style are

likely to attract a very large number of participants

who will participate with high motivation (e.g.,

Reips & Murner, 2004; Ruppertsberg, Givaty Van

Veen, & Bulthoff, 2001). Ruppertsberg et al. (2001)

used games written in Java as research tools for

visual perception over the Internet. They concluded

that presenting games " . . . on the Internet resulted

in large quantities of useful data, and allowed us to

draw conclusions about mechanisms in face recog-

nition in a broader, less selected participant popula-

tion" (p. 157).
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now on
random wheel!

you agree with the following
• ' • • • ~

I sexually cheated
partner of mine.

O Yes
ONo

FIGURE 6.1. A Web-based survey using the randomized response technique (RRT) in a study on the
trustworthiness of computerized random generators.

Reips and Murner (2005) recently developed a

Web site that allows researchers and students to

develop their own Web-based Stroop experiments

in an arcade game style. This Web site is available at

http://www.psychologie.unizh.ch/sowi/reips/stroop/.
The researcher can configure many aspects of the

Stroop paradigm, like colors and names of objects,

rules for events, rates for the different event types,

speed, and the overall style in which the game is

presented (i.e., "skins"). Access to the created Web

experiment can be restricted using a login and pass-

word. The Web experiment is immediately available

online, and the resulting data can be downloaded as

tab-delimited text file in a format optimized for

analysis in Scientific LogAnalyzer. Figure 6.2 shows

the game pad page of "Stroop Invaders."

Using Web-Based Methods: An Example
Reading about an assessment method can be useful.

However, to gain insights on a deeper level and to

take concrete steps in acquiring knowledge about

the method, it may be even more useful to experi-

ence it. Therefore, this section provides the oppor-

tunity to create and conduct a Web experiment, in

a step-by-step fashion. Along the way, several use-

ful tools for Web-based methods are presented, that

is, WEXTOR (Reips & Neuhaus, 2002), the web

experiment list (Reips & Lengler, 2005), the Web

Experimental Psychology Lab (Reips, 2001), and Sci-

entific LogAnalyzer (Reips & Stieger, 2004). A por-

tion of McKenzie and Nelson's (2003) "cup

experiment" is recreated for replication on the

Web. This study deals with the information implic-
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FIGURE 6.2. "Stroop Invaders": A Web site that allows
researchers, teachers, and students to design and con-
duct Web-based Stroop experiments.

itly conveyed by the speaker's choice of a frame—

for instance, describing a cup as being "half full" or

"half empty."

WEXTOR

First, we use WEXTOR (Reips & Neuhaus, 2002), a

Web service, to create, store, and visualize experi-

mental designs and procedures for experiments on

the Web and in the laboratory. WEXTOR dynami-

cally creates the customized Web pages needed for

the experimental procedure. It supports complete

and incomplete factorial designs with between-

subjects, within-subjects, and quasi-experimental

(natural) factors, as well as mixed designs. It imple-

ments client-side, response time measurement and

contains a content wizard for creating materials and

dependent measures (button scales, graphical

scales, multiple-choice items, etc.) on the experi-

ment pages.

Several of the techniques presented earlier in

this chapter are built into WEXTOR, (e.g., the

warm-up and high hurdle techniques), and it auto-

matically avoids several methodological pitfalls in

Internet-based research. WEXTOR uses nonobvious

file naming, automatic avoidance of page number

confounding, JavaScript test redirect functionality

to minimize dropout, and randomized distribution

of participants to experimental conditions. It also

provides for optional assignment to levels of quasi-

experimental factors, optional client-side response

time measurement, optional implementation of the

high hurdle technique for dropout management,

and randomly generated continuous user IDs for

enhanced multiple submission control, and it auto-

matically implements meta tags that keep the mate-

rials hidden from search engine scripts and prevents

the caching of outdated versions at proxy servers.

The English version of WEXTOR is available at

http://psych-wextor.unizh.ch/wextor/en/index.php.

WEXTOR is currently available in version 2.2.

After going through a sign-up procedure, WEXTOR

can be used to design and manage experiments

from anywhere on the Internet using a login/pass-

word combination. For the purpose of guiding the

reader through the process, I created an account in

WEXTOR that already contains a complete version

of the cup experiment. Readers of this chapter may

log in using the login/password combination

"APA/handbook." Also, a step-by-step explanation

of how to create a Web-based replication of the

cup experiment (Reips, 2003) is at http://www.

psychologie.umzh.ch/sowi/reips/SPUDM_03/index.

html. Figure 6.3 shows WEXTOR's entry page.

The process of creating an experimental design

and procedure for an experiment with WEXTOR

involves ten steps. The first steps are decisions that

an experimenter would make whether using WEX-

TOR or any other device for generating the experi-

ment, like listing the factors and levels of within-

and between-subjects factors, deciding what quasi-

experimental factors (if any) to use, and specifying

how assignment to conditions will function. WEX-

TOR adapts to the user input and produces an

organized, pictorial representation of the experimen-

tal design and the Web pages required to implement

that design. Figure 6.4 shows the visualization of
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http://ps¥ch-wextor,unfzn,ch/wextor/en/

login/Register

About WEXTOR

News

Contact

Su ppoft

WEXTOR 2,2

Develop, visualize

and
procedures

WEXTOR is a Web-based tool that lets you
quickly design and visualize laboratory
experiments and Web experiments in a guided
step-by-step process.

It dynamically creates the customized Web
pages needed tor the experimental procedure
anytime, anywhere, on any platform.

It delivers a print-ready display of your
experimental design.

For more about WEXTOR, read WEXTOR at a
glance. Also, read Standards for Internet-based
experimenting [pdf, 124kbl.

2,2

This release allows you to tfyplicatc ana rename
experlRifinta! eesi§ras. Additionally, high-turtle
may be implemented and experimenters nay
join a pool of participants. See the release notes
for more details.

Ten steps to yew experimental design

aceoynt

Ready to join? Aireatfy a member?

FIGURE 6.3. WEXTOR's entry page.

the design and procedure for the experiment by

McKenzie and Nelson. It is a 2 x 2 between-subjects

factorial design, resulting in four experimental con-

ditions. Each condition is represented by one folder

containing the Web pages the participants will see in

that condition. Every Web page holds the dynami-

cally created scripts that translate into the study pro-

cedure and response time measurement. After

creating the experimental materials in WEXTOR

they can be downloaded in one compressed archive

that contains all folders (directories), scripts, and

Web pages. WEXTOR contains a description of how

to give these pages the "editing finish" and how to

configure a Web server to post the pages on the Web

(also see Birnbaum & Reips, 2005).

Recruitment
Once the materials for a Web-based study have

been assembled and are available on the Web, the

recruitment phase begins. Following traditional

recruitment methods, participants can be recruited

offline, of course. In addition, there are now many

Internet methods (e.g., recruitment via Web site, e-

mail [including mailing lists], online panel, news-

group, listings, and banner ads). Recruitment for

Web-based studies can be much more effective with

one or several of the techniques described by Birn-

baum (2001), Birnbaum and Reips (2005), and

Reips (2000, 2002b, 2002c, 2002d).

Some of the best places for recruitment are insti-

tutionalized Web sites for Internet-based assess-

ment, like those mentioned at the beginning of this

chapter. In the case of Web experiments (e.g., the

cup example), the study can be announced on the

web experiment list and in the Web Experimental

Psychology Lab. Figure 6.5 shows the entry form

that an experimenter must fill out to put a Web

experiment on the Web experiment list.
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assessments can also be created with proprietary

software. One example is Authorware (McGraw,

Tew, & Williams, 2000), which can be used to cre-

ate functional and attractive study materials. The

downside of this approach is a steep learning curve,

certain timing issues (Schmidt, 2001), and the fact

that it is difficult to get participants to download

and install the required plug-in.

FUTURE DEVELOPMENTS OF WEB-BASED

ASSESSMENT METHODS

The previous sections of this chapter illustrated that

Web-based methods offer a number of advantages

to psychological assessment. The field has evolved

enough to develop techniques and applications that

allow for a smooth flow of the Web-based assess-

ment process and secure the researcher with a good

quality of data. Therefore, Web-based methods are

inevitably being used in psychological research with

much frequency during recent years. The Web

experiment list, for instance, now provides more

than 300 Web studies (Reips & Lengler, 2005).

With continued spread of knowledge of these meth-

ods and their integration into curricula, we will see

a further increase in their professional use.

Apart from an increase in use and professional-

ism, a future trend of Web-based methods may be

the development of more specialized Web-based

methods in psychological assessment. Because

many traditional methodological paradigms can

somehow be transformed into a Web-based version,

and the advantages are so appealing, we will likely

see many more of these special applications.

The rapid development of Web technology and

the spread of knowledge regarding its characteris-

tics among psychologists ensures that Web-based

methods will strongly impact the way psychological

assessment will be conducted in the future. The

unending possibilities offered by this branch of

media will perhaps be the beginning of a new era

for psychological assessment and research.
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equivalent. Advances in response action include

drag-and-drop and voice recognition of oral

responses.

Media inclusion refers to all non-text-based test

media. Examples include the use of high-resolution

color images on a test of dermatological skin disor-

ders (Ackerman et al., 1999), sound clips on a com-

puterized test of musical aptitude (Vispoel, 1999),

and full-motion video to assess conflict resolution

skills (Olson-Buchanan et al., 1998).

Degree of interactivity pertains to the degree to

which a test reacts in response to the test-taker. The

degree of interactivity can range from a total lack of

interactivity, much akin to static paper-and-pencil

tests, to highly fluid computer simulations that are

much like today's video games.

Scoring method is closely tied to item format and

response action. Scoring constructed responses is

challenging because there may be more than one

suitable answer or answers may vary in their degree

of correctness or incorrectness (e.g., essays and

architectural designs). Consequently, there has been

much interest in the development of scoring algo-

rithms for innovative item types (e.g., Bennett, Stef-

fen, Singley, Morley, &Jacquemin, 1997).

Why Innovate?
The purpose of innovation is to improve a test and

not innovate for the sake of innovation. Jodoin

(2003) compared innovative item types and tradi-

tional multiple-choice items and found that

although innovative item types returned more

information per item than multiple-choice items,

the amount of time spent by respondents was dis-

proportionately higher than the return. Thus, inno-

vative item types were less efficient in terms of

information yield per unit of time than multiple-

choice items. So, what does innovation add to a

test? Research by Bennett, Morley, and Quardt

(2000) suggests that innovative item types broaden

the construct measured by the test. They compared

a test form consisting of their innovative item type

with a test consisting of traditional items; they

found that the disattenuated correlation between

them was r ~ .70. This suggests some, but not com-

plete, overlap between the latent traits assessed by

the item types.

A further consideration is the extent to which a

test authentically represents real-world skills

required of the respondent. With the use of graph-

ics, sound, and full-motion video, we can emulate

many important real-world situations. Candidate

performance on such realistic simulations is

assumed to tap the same skills required by real-

world situations and, therefore, constitutes a valid

measure of an individual's performance in real-

world situations. Therefore, innovative item types

using new formats and video, graphics, or sound

clearly broaden the skills assessed and improve the

substantive richness of tests.

These innovative items can have very high face

validity/authenticity. For example, some situational

judgment tests used in preemployment testing use

written passages that describe social situations.

However, in the real world we are dependent on

interpersonal cues such as verbal tone and facial

expression for information regarding the situation.

Full-motion video simulations are able to capture

such subtle nuances and convey a more natural

experience of the situation. On the other hand,

written passages must rely on explicit description of

otherwise subtle nuances to convey the situation.

This may compromise validity because directing the

attention of the respondent to particular cues

makes it impossible to assess the candidate's ability

to notice those nuances.

Examples
To give an indication of the range of possibilities,

this section provides descriptions of some innova-

tive assessments. Of course, space limits the num-

ber of examples that can be given. Nonetheless, the

variety in these examples demonstrates the ability

of computerized assessment to evaluate a wide

range of human attributes.

Interpersonal skills. Assessing interpersonal skills

has proved to be difficult and at times fruitless.

Thorndike and Stein (1937) criticized early efforts

because they did not provide measures with suffi-

cient reliability. More recent evaluations (e.g.,

Davies, Stankov, & Roberts, 1998) have found that

some measures are adequately reliable, but are con-

founded with intelligence or personality. Underly-

96



Computer-Based Testing

ing this problem is that most of these assessments

have relied on text-based items. Interpersonal inter-

actions involve more than is conveyed in a terse

written description of the context and events.

Because people often communicate nonverbally, a

transcript of dialogue omits much that is important.

Nonverbal communication has been shown to be

important in a variety of circumstances (e.g.,

Motowidlo & Burnett, 1995; Rinella, Ferguson, &

Sager, 1970). Moreover, by including descriptions

of emotion or attitude, we are calling attention to

those cues, rather than relying on the respondent's

interpersonal skill to take notice. Furthermore,

text-based items prime respondents to rely on intel-

lectual processing, rather than their interpersonal

skills: Chan and Schmitt (1997) found that a paper-

and-pencil test of work habits and interpersonal

skills correlated r = .45 with reading comprehen-

sion, but a parallel assessment based on video clips

correlated only r = .05.

Olson-Buchanan et al. (1998) developed a com-

puter-administered test of conflict resolution skills

in the workplace. The assessment uses video clips

to present typical workplace conflicts; the expres-

sions and verbal tone of the actors are salient in

each scene. At a critical point in each conflict, the

respondent is presented with several potential

responses to the problem and asked to pick the best

option. With samples from multiple organizations

in a variety of industries, Olson-Buchanan assessed

the criterion-related validity of the assessment in

comparison to tests of verbal and quantitative abili-

ties. They found that the conflict resolution skills

assessment correlated significantly with independ-

ent ratings of the assessees' performance in resolv-

ing conflict in the workplace, whereas the cognitive

ability measures were unrelated. This suggests that

a video-based simulation of an important interper-

sonal skill has criterion-related validity that is sepa-

rate and distinct from intelligence. Subsequent

research has found little relation of a similar video-

based assessment with personality (Bergman, Dono-

van, & Drasgow, 2001).

National Board of Medical Examiners case simula-

tion. Candidates for the medical licensing examina-

tion for the National Board of Medical Examiners

(NBME) take a computer-based case simulation

(Clyman, Melnick, & Clauser, 1999). In this exam,

the candidate physician diagnoses and treats a

series of virtual patients. Candidates can request the

patient's history, order a physical exam, order one

or more tests, provide a treatment, or request a con-

sultation, all of which are typically available to a

physician. The condition and symptoms of the vir-

tual patient change in response to the actions of the

candidate. For example, if the candidate physician

orders a test that requires 30 minutes to perform,

he or she must move the clock forward 30 minutes

to receive the results. Concomitantly, the virtual

patient's condition progresses for 30 minutes with

the symptoms changing accordingly.

The computer-based simulation is designed to

accurately assess a physician's patient care strategy.

In real-world situations, diagnosing and treating

patients often requires more than a single straight-

forward decision. A problem-solving process may

be required in which possible causes are assessed in

an interrelated series of tests. Multiple-choice ques-

tions may artificially isolate components of this

process and therefore fail to provide an adequate

evaluation of the candidate's patient care strategy.

Clyman et al. (1999) found a disattenuated correla-

tion of only about .5 between scores on the multi-

ple-choice section of the NBME examination and

the case simulation. At the very least, this suggests

that the case simulation is assessing an aspect of

patient care not covered by the multiple-choice

questions. Moreover, from the perspective of the

patient, diagnosis and treatment is arguably the

most critical aspect of a candidate physician's skill.

Uniform Certified Public Accountant Examination.

The Uniform Certified Public Accountant (UCPA)

examination moved to a computer-based format in

2004. In addition to a multiple-choice section, the

exam incorporates simulations of typical account-

ing tasks for entry-level certified public accountants

(CPAs). The simulations require examinees to enter

values into spreadsheets, conduct research, evaluate

risk, and justify conclusions. This last component is

particularly interesting: Candidates must examine a

searchable version of the authoritative accounting

standards to find the regulation that justifies their
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decision and then copy and paste it into a text box.

In other words, rather than simply testing rote

memory, the assessment evaluates whether a candi-

date knows where to look for answers and how to

apply them to accounting problems.

Architect Registration Exam (ARE). At first

glance, computerized scoring of architectural design

would appear to be impossible. After all, beauty is

in the eye of the beholder, and it seems improbable

that a computer algorithm would be able to capture

the most human of abilities, creativity. Conse-

quently, the ARE answers were previously scored

holistically by human graders. Nonetheless, the

ARE has switched to a computerized format scored

via computer.

Rather than trying to emulate human graders,

the ARE scoring algorithms were built to produce

consistent scores that reflect key features of designs.

Here, a single design receives the same score when

rescored, and the scoring criteria remain consistent

across answers (Bejar & Braun, 1999). To achieve

such consistency, the designs are scored based on a

microlevel analysis rather than holistically. To allow

this type of scoring, design tasks must be con-

structed according to a detailed set of specifications,

which imposed a rigor during item development.

Developing new scoring algorithms for each new

design problem would be a huge burden. The ARE

research team developed a number of standard

design tasks, which they called vignettes. Each

vignette has a specific scoring algorithm, which was

time consuming and labor intensive to create. How-

ever, to develop new tasks, the features of the

vignette were changed, although the basic design

problem remained the same. These "isomorphs," or

clones of a specific vignette, are scored with the

same scoring algorithm.

Musical Aptitude. Assessing musical aptitude has

been challenging because reproducing acoustic

tones accurately has traditionally been dependent

on audiocassette players. The poor quality of the

cassettes and the degradation of sound quality over

time made accurate reproduction unreliable. In

cases where the audio clips are played for a group,

various factors such as the examinee's seating posi-

tion relative to the speakers, sneezing or coughing

by another examinee, and the acoustic qualities of

the examination room can all influence the per-

formance of the examinee.

Multimedia computers are particularly suitable

for assessing musical aptitude. They can play audio

clips, present text and graphical images that ask

about the audio clips, and then record the exami-

nee's responses. Additionally, because digital record-

ings do not degenerate over time, the sound quality

remains constant. Further benefits with computer-

ized assessment include examinees proceeding at

their own pace and using headphones that mini-

mize the effects of other noises.

Walter Vispoel has pioneered the development of

musical aptitude testing since the early days of per-

sonal computers (Vispoel, 1987, 1999). One recent

version of Vispoel's (1999) musical aptitude test has

the computer play a short musical melody and then

repeat the melody. The examinee's task is to deter-

mine which note, if any, was changed in the second

melody. The assessment is a CAT that uses IRT to

determine the next item (i.e., melody) to administer

and requires far fewer items than a conventional

test to obtain the same measurement precision.

SOFTWARE AND HARDWARE

In terms of the actual hardware, most new comput-

ers are powerful enough to run computer-based

tests. However, to maintain uniform administration

of a test, certain basic features of the computer

should be standardized. For example, for a musical

aptitude test, the quality of the headphones may

affect the sound quality. Candidates who receive

poor-quality headphones may be disadvantaged rela-

tive to those who receive higher quality headphones.

Deciding the best deployment solution for a test

depends on a number of issues, including security,

platform or computer hardware accessibility, and

expected number of examinees. From a software

perspective, there are two basic design options. The

program can either be a stand-alone system or a

system integrated with the scheduling, administra-

tion, scoring, and item authoring applications. A

stand-alone system is clearly simpler to design and

build. Such a system is appropriate if the test devel-

oper does not expect to widely deploy the program,
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and the response data do not need to be collected at

a central location.

A stand-alone system may be more at risk for

compromise because the scoring key must be

deployed along with the test to compute and report

test scores. When maintaining testing facilities at

various physical locations, each location is a poten-

tial avenue for test compromise. In such cases,

encryption may be a necessary precaution against

persistent hackers.

For large-scale testing programs such as the GRE

or ASVAB, it becomes important to integrate the

various development, administration, and scoring

systems. For example, to maintain a continuous

testing program, item pools must be rotated to

avoid overexposure. New items must also be writ-

ten and pretested to maintain the quality of the

item pool. Integrating the item development tools

into the administration software is needed, because

pretesting new items is usually done with the oper-

ational test and actual examinees.

Of course, there are many intermediate solutions

between a stand-alone and a fully integrated sys-

tem. If the security of the scoring key is a concern,

a stand-alone system may be connected over the

Internet to the central server that scores the test. In

this fashion, the scoring key never leaves the secure

facilities of the test developer. A variant of the

stand-alone and network configurations is the

application service provider (ASP) solution. The

ASP solution is essentially a network solution,

except that the applications and computer servers

are rented from the service provider. It is not an

Internet assessment in the truest sense because the

user is not able to freely access the test at any com-

puter; the Internet is merely used as a means to dis-

tribute the applications.

CONCLUSIONS

Computerized assessment has progressed greatly in

the past few decades. Dumb terminals connected to

a mainframe computer have been replaced by mul-

timedia personal computers with tremendous com-

putational power, high-resolution color monitors,

stereo sound, and full-motion video. These capabili-

ties allow test developers to assess individual differ-

ences in ways that were impossible just a few years

ago. The innovative assessments described in this

chapter provide an indication of the variety of new

tests. Certainly, the years ahead will see a prolifera-

tion of innovations.

Olson-Buchanan et al.'s (1998) Conflict Resolu-

tion Skills assessment provides an example of how

computerized assessment has progressed. Their ini-

tial version of the test, created in the early 1990s,

required a laser disk player and IBM's M-Motion

Video Adaptor board, both of which cost more than

$1,000 and were awkward to use. A skilled pro-

grammer spent months writing a Pascal program to

play the video clips. The second version of the

assessment replaced the laser disks with CDs,

which had become standard by the mid 1990s. A

critical issue, however, was whether a computer's

video adapter card was fast enough to play full-

motion video; some were, some were not. Software

was developed using specialized computer-based

training software, which took months to learn and

proved to be very unstable. The third and current

version is a Microsoft Access application; the pro-

gram was written in a few days. Access is a very sta-

ble program; the frequent crashes of the previous

version have been replaced by a program that runs

reliably. Moreover, virtually all currently available

computers have CD drives and video adaptor cards

that play video smoothly.

There are many directions for future work in

computerized assessment. Many new computerized

tests will be developed to assess individual differ-

ences difficult to measure with paper-and-pencil

multiple-choice items. As software tools improve,

assessments using virtual reality may become wide-

spread. Limitations on assessments may lie in the

imaginations of test developers, rather than in com-

puter hardware and software.

Concomitantly work on scoring computerized

assessments will be critical. Interestingly,

researchers investigating computerized scoring of

essays (Powers, Burstein, Chodorow, Fowles, &

Kukich, 2002) recently challenged skeptics to beat

their algorithm. A professor of computational lin-

guistics provided the most successful entry; his

bogus essay fooled the software into giving a spuri-

ously high score. In general, however, the computer
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software was surprisingly effective in producing puter hardware and software can now implement

scores similar to those of human raters. the creative visions of test developers. Many new

In sum, computerized assessment has made advances seem likely in the near future,

great strides during the past four decades. Com-
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ures" (p. 357). Such equivalence is important when

a test or scale was validated using paper-and-pencil

administration samples: If the computer version

does not produce scores that are equivalent, it must

be revalidated for this administrative medium.

Many studies have examined the equivalence of

computerized tests and their paper-and-pencil

counterparts. From these studies we know that the

nature of the test and the features of the administra-

tion format can threaten measurement equivalence.

In a meta-analysis of cognitive ability tests, Mead

and Drasgow (1993) showed that computer-based

speeded tests were not equivalent to their paper-

and-pencil counterparts, but carefully developed

power tests were equivalent. Similarly, Richman,

Kiesler, Weisband, and Drasgow's (1999) meta-

analysis suggests that test format and test environ-

ment affect responses to noncognitive tests. For

example, when there is a lack of anonymity, an

inability to revise responses, and the assessment is

administered in a group setting, respondents to the

computer version have a greater tendency to distort

their responses in a socially desirable direction.

These results suggest that the more similar a com-

puter-based test is to its paper-and-pencil counter-

part, the more likely that scores are equivalent

across media.

Some individuals may be disadvantaged by the

use of computers as an administration medium.

Anxiety has been shown to be related to a broad

range of performance criteria. Certain respondents

may experience greater anxiety during a computer-

administered test (Llabre et al., 1987), and individ-

uals who are not familiar with computers may also

experience greater anxiety (Rosen & Maguire,

1990). However, research has been inconclusive as

to whether computer anxiety affects performance

on computer-based tests (Dimock & Cormier, 1991;

Shermis & Lombard, 1998). With the increasing

prevalence of computers in society, the lack of com-

puter familiarity may become a nonissue.

TESTS THAT ADAPT TO THE TEST TAKER

Although adapting conventional tests for computer-

ized administration has many procedural advan-

tages, the psychometric properties of the tests are

not improved. Specifically, highly capable exami-

nees answer easy items correctly with high proba-

bility, and weak examinees answer difficult items at

near chance levels. As described in this section, the

computer's dynamic capabilities can be used to

selectively administer items to examinees so that

the items are of appropriate difficulty for each indi-

vidual and thereby provide useful information

about the respondent's ability level.

In its simplest form, a computerized adaptive

test (CAT) begins by administering an item of mod-

erate difficulty. If the examinee answers correctly,

the computer branches to an item of greater diffi-

culty; if the examinee answers incorrectly, the com-

puter branches to an easier item. After the second

item is answered, the computer again branches to a

more difficult or easier item, depending on whether

the answer was correct or incorrect. This process

continues, and ordinarily the computer rapidly

homes in on the examinee's ability level.

By targeting items to examinees' ability levels, it

is possible for a test to provide more precise assess-

ment with fewer items: A reduction in test length of

approximately 50% might be expected. However,

testing time is not usually reduced by this amount

because examinees tend to take longer answering

items of appropriate difficulty than items that are

too easy or difficult. Nonetheless, substantial reduc-

tions in test length and moderate reductions in test-

ing time can be achieved with no loss of

measurement precision.

Adapting item difficulty has a derivative benefit

for testing programs with important consequences

for examinees (i.e., "high-stakes" tests). Ordinarily,

high-stakes tests are administered only a few times

per year. For example, the conventional CPA licens-

ing exam was administered only twice per year (in

May and November). Such tests are offered infre-

quently because a new form must be created for

each administration to eliminate any opportunity

for cheating. Obviously, developing a new form for

every administration requires a great deal of time,

effort, and expense. By using the computer to adapt

item difficulty, each examinee receives a unique test

form. Consequently, with item exposure controls in

place (see following), test security is maintained,

and continuous test administration is possible.
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Thus, examinees can go to a testing program's Web

site and schedule their exam at a time convenient

for them. For example, the CPA licensing exam

allows candidates to schedule their test at any time

during a 2-month window within every quarter of

the year. Obviously, this convenience is greatly

appreciated by examinees. In sum, using the com-

puter to adapt test difficulty allows tests to be

shorter in length, take less time, and can be sched-

uled at times that are convenient to examinees, yet

maintain test security.

Challenges
Item selection. Adapting test difficulty creates

challenges for the test developers. First, items must

be selected according to the test specification plan.

The specifications detail the content of the test,

including the knowledge and skills to be assessed,

and how many items should be included in each

area assessed. For paper-and-pencil tests, test devel-

opers thoroughly inspect a test form to ensure that

it satisfies the test specifications and avoids item

cluing (i.e., one item provides information that can

be used to answer another item).

To satisfy content requirements on adaptive

tests, subject matter experts must code each item

for its content. In addition, an "enemy list" must be

developed that enumerates sets of items from which

only one item can be selected. For example, sup-

pose items 13, 72, and 547 are enemies because

they have highly similar content or provide cluing;

if any one of these items is selected, the others

become ineligible for inclusion in the CAT. Stocking

and Swanson's (1993) weighted deviation model

and van der Linden's (2000) shadow test provide

sophisticated methods for accomplishing these goals;

a simpler approach introduced by Kingsbury and

Zara (1991) is described in the following section.

Scoring. With paper-and-pencil tests, the most

common approach to scoring is the number of

correct answers given by an examinee. The num-

ber correct score is usually transformed to a score

scale that is used for reporting the results of the

exam, but scaled scores are generally based on the

number of correct answers. With a CAT, number

correct scoring is not appropriate because two

examinees may have answered the same number

of items correctly, but the difficulty of the items

may be dramatically different. Thus, a more

sophisticated approach to scoring, based on item

response theory (IRT), is necessary. Reise and

Waller (2002) provide a lucid introduction to IRT;

a more detailed treatment of IRT and computer-

ized testing is given by van der Linden and Glas

(2000).

IRT models the probability of a positive response

as a function of an individual's standing on the

latent trait. In cognitive ability testing, the most

commonly used model is the three-parameter logis-

tic model. Here, the probability of a positive

response, P. (9), is

l-c.
P.(0) =

where 6 is an individual's standing on the trait

assessed by the test, D is a constant set equal to

1.702 for historical reasons, ai is a parameter that

describes the extent to which the item discriminates

between individuals with higher and lower 6s, bt is

a parameter that indexes item difficulty, and c is

called the guessing parameter because it reflects the

chance that very low ability examinees will answer

correctly. 0 is usually scaled to have a mean of 0

and a standard deviation of 1.

The two-parameter logistic model sets c = 0 for

all items, so that

This model is often used for personality assessment

(Reise & Waller, 1990; see also Chernyshenko,

Stark, Chan, Drasgow, & Williams, 2001). The one-

parameter logistic or Rasch model makes the addi-

tional restriction that a = 1:
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This model is widely used in Europe and in

licensing and certification testing programs in the

United States.

Figure 7.1 shows a plot of P^O), which is usu-

ally called an item characteristic curve, for an item

with at = 1.1, bj = 0.4, and c. = 0.15. Note that the

curve is nearly flat at low and high 6 levels. Conse-

quently, the item provides little discrimination

between individuals with, say, 6 of -3.0 versus -2.0

or 2.0 versus 3.0. In the psychometric argot, the

item provides little information in these ranges of 6.

Alternatively, note the difference in the probability

of a positive response between individuals with 6 =

0.0 versus 1.0: .42 versus .80. Here the lower d

individuals have clearly lower chances of respond-

ing positively than higher d , and so the item pro-

vides substantial information in this range of 6

values.

The item characteristic curves for Rasch model

items are particularly convenient. With a( = 1 and c.

= 0 for all items, the only item parameter that varies

is item difficulty, br The restricted form of Rasch

model item characteristic curves leads to many

desirable statistical properties. However, it is an

empirical question whether a. = 1 for all items; this

condition should be carefully examined before

applying the Rasch model.

Scoring an individual's responses in 1RT refers to

locating the value along the G continuum that best

represents the individual's standing on the latent

trait. Maximum likelihood estimation can be used

for this purpose; the principle of maximum likeli-

hood estimation states that the estimate of 6 of 6

should be the value that makes the individual's

responses appear most probable. If the responses

are coded u. = 1 for a correct or positive response

and u; = 0 for an incorrect or negative response,

then the likelihood of a positive response is just

Pj(0), and the likelihood of a negative response is

[1- P.(0)]. Mathematically, this can be expressed

compactlyas

Provided that the test or scale is unidimensional

(i.e., all the items measure a single latent trait), the

likelihood of all the responses is

1.0

-§ 0.8
.a

a.
O)
c

0.6

0.4

0.2

0.0

-3

Item Characteristic Curve

-2 -1 0

e

FIGURE 7.1. Item characteristic curve.
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and the maximum likelihood ability estimate 9 is

the value along the 6 continuum that maximizes L.

This value is obtained by iterative numerical meth-

ods that would be very difficult to compute by hand

but can be determined by the computer nearly

instantly.

After the estimate d is obtained, it is usually

transformed to a score scale that is used to report

scores to examinees. Let X = denote the
=

number right score on a conventional test; the

process of transforming 6 to the reporting scale is

analogous to the process of transforming X.

The simplest transformation is linear (e.g., kfi + k2

or kX + k ). More complicated transformations

are sometimes used; see Kolen and Brennan

(1995) for details.

Adapting item difficulty to a person's ability level.

A critical element in adaptive testing is selecting

items that are most informative about an individ-

ual's standing on the trait assessed by the test or

scale. Going beyond the simple notion of branching

to a more difficult item following a correct answer

and an easier item following an incorrect answer, it

is possible to determine the item in the item pool

that is most informative about an examinee's ability.

Statisticians have developed the notion of informa-

tion to refer to the reduction of uncertainty about a

parameter being estimated (6 in the present con-

text). For IRT and psychological measurement,

Lord (1980a) showed that the information an item

provides at ability level Q is

where P;(0)' is the slope (i.e., derivative) of the item

characteristic curve at ability 9.

If(0) is called the item information function, and

it shows the range of 6 where an item is discrimi-

nating—that is, has a large value of 1^6)—and where

the item is not discriminating. Figure 7.2 shows the

item information function for the item with a. = 1.1,

bj = 0.4, and c = 0.15 described previously. Note that

this item provides substantial information near its

item difficulty (for 6 values near 0.4), but little infor-

mation for 6 levels below -1.0 or above 2.0.

Thus, a simple approach to determining which

item to administer next, given that a respondent's

0

Item Information Function

-2 -1 0

e

FIGURE 7.2. Item information function.
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current ability estimate is 6, is to compute 1(0) for

all the items in the item pool and select the item

with the largest item information. This approach,

called maximum information item selection, must be

modified in high-stakes testing programs because

items must be selected to satisfy content specifica-

tions, avoid violating enemy lists, and satisfy item

exposure controls. Kingsbury and Zara's (1991)

method provides a straightforward means of accom-

plishing these goals. It involves forming subsets of

items according to the content specifications, select-

ing the number of items from each subset as dic-

tated by the content specifications, and using

maximum information item selection to determine

which items within a subset would be the best

choices for administration. To avoid overexposure,

Kingsbury and Zara suggested picking items at ran-

dom from among the items in each subset with the

greatest information.

Precision of estimation. The total amount of infor-

mation at ability 9 given n items have been admin-

istered is defined as

Lord (1980) showed that the conditional standard

error of measurement is

for the maximum likelihood ability estimate 9 of 9.

Consequently, after an adaptive test is completed,

7(0) = V/ (0) can be estimated, and the standard

error of 6 can be determined.

Test security. Computerized testing has allowed

many exams to go to "walk-in testing," where

examinees schedule tests at testing centers at times

that are convenient to them. To minimize cheating,

however, testing programs must take care to pre-

vent overexposure of some items.

First, note that if a CAT begins by initializing 9

= 0 (i.e., by assuming that an examinee is average

before any items have been administered) and then

selects the item with the greatest information at

that ability level, all examinees will receive the

same first item. Moreover, all examinees who

answer correctly will be branched to the same sec-

ond item. Such item selection algorithms are said to

be deterministic because individuals with the same

sequence of right and wrong answers will receive

the same set of items.

There are two interrelated problems with deter-

ministic item selection algorithms. First, many

items in the item pool will never be administered.

In a simulation of a CAT with an item pool of 260

items, Hulin, Drasgow, and Parsons (1983) found

that 141 items were never chosen by the item selec-

tion algorithm just described. Thus, functionally,

the Hulin et al. item pool consisted of just 119

items. It is widely believed that CATs with smaller

item pools are more easily compromised than CATs

with larger items pools, so using just 119 of the 260

items would be a source of concern for a high-

stakes testing program.

The second problem with deterministic item

selection arises when coaching schools or other

conspiracies attempt to "crack the test" by having a

series of individuals take the test and memorize

items. The first person to take the test would mem-

orize the first item and report it to the coaching

school or post it on a Web site. The correct answer

would then be quickly determined. The second

conspirator to take the exam would see the same

first item, answer it correctly, and then be branched

upward to a second item, which the conspirator

would memorize and report. The third conspirator

would be able to answer the first two items cor-

rectly and be branched upward to a third item,

which that person would memorize. As the Educa-

tional Testing Service learned with the Graduate

Record Exam, it is possible for a relatively small

number of conspirators to compromise a CAT.

To minimize the chance of cheating, it is critical

to control how often each item is administered.

Item exposure control algorithms (see Stocking &

Lewis, 2000, for a review) use randomization for

this purpose. For example, the exam may begin by

randomly selecting one of the 20 items with the

largest information at 9 = 0.

The Sympson-Hetter (1985) method has fre-

quently been used to control item exposure. Here

every item in the item pool has an exposure control
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parameter, which is a number between zero and

one. If an item is tentatively selected for administra-

tion, a random uniform number between zero and

one is drawn. If the random number is less than the

exposure control parameter, the item is adminis-

tered; otherwise, the item is rejected and another

item is tentatively selected and the process

repeated. The exposure control parameters are cho-

sen so that no item is administered to more than a

prespecified percentage (say, 15%) of examinees.

Experience with high-stakes CATs clearly indi-

cates that item pools must be quite large to main-

tain test security (Mills, 1999). If computer

simulations show that a CAT has satisfactory psy-

chometric properties with an item pool of 250

items, a high-stakes CAT may need a pool of per-

haps 2,500 items to resist compromise.

Alternative Approaches to Adaptive Testing

Several alternative approaches to CATs have been

suggested. Two are briefly described next.

Testlets. Wainer and Kiely (1987) suggested the

use of what they termed "testlets" as an improve-

ment on adaptive testing as described earlier.

Testlets are "the coagulation of items into coherent

groups that can be scored as a whole" (Wainer,

Bradlow, & Du, 2000, p. 246). Perhaps the most

common version of a testlet consists of a reading

passage followed by four to six questions. Wainer,

Bradlow, and Du noted several reasons for using

testlets. First, and perhaps most important, is that

the traditional multiple-choice test composed of

many short questions has been criticized as produc-

ing a form of assessment constituted by "decontex-

tualized items" that are "abstracted too far from the

domain of inference" (Wainer et al., 2000, p. 245).

Because a testlet consists of a stem and several

interrelated questions, a meaningful context is cre-

ated. A more pragmatic advantage of testlets is that

reading a passage or studying a spreadsheet takes

time; asking several questions improves the infor-

mation yield per unit of time.

Testlets (or avoiding Wainer & Kiely's [1987]

jargon, sets of items that refer to the same stem)

violate a central assumption of IRT in that items

within a testlet are ordinarily more highly corre-

lated than expected based on the assumption that

items measure a single latent trait 9. That is, from

the perspective of psychological measurement, five

independent items provide more information about

an individual's 9 than five dependent items referring

to a common stem. Thus, analyzing tests consisting

of testlets via a standard IRT model such as the

three-parameter logistic may produce misleadingly

optimistic results about the accuracy of measure-

ment. Wainer et al. (2000) provided an appropriate

psychometric model for tests composed of testlets

and conducted a simulation study that demon-

strated its effectiveness.

CAST. Computer-adaptive sequential testing

(CAST; Luecht & Nungester, 1998) also uses sets of

items as the fundamental building block for a test.

These sets of items are called modules, and the col-

lection of modules constituting a test is called a

panel. Figure 7.3 illustrates a 1-3-3 panel. All exam-

inees would be administered Module 1M, which

might contain 15 to 20 items and be moderately

difficult. Examinees with high, moderate, and low

scores would be branched to Modules 2H, 2M, and

2E, respectively; ordinarily about one third of the

examinees would be branched to each stage 2 mod-

ule. In stage 3, examinees who completed Module

2M would be routed to Module 3E, 3M, or 3H,

depending on whether their scores were low, mod-

erate, or high. Cut scores for routing would be set

Stage 1

Stage 2 J E a s y | | Medium] f Hard

Stage 3

FIGURE 7.3. Computer-adaptive sequential test
(CAST) panel.
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so that approximately one third of the examinees

are administered Modules 3E, 3M, and 3H.

CAST represents a compromise between CATs,

which are created on the fly and consequently can-

not be reviewed by test developers prior to adminis-

tration, and conventional tests, which are not

adaptive but can be carefully studied by test devel-

opers to ensure that they satisfy content require-

ments. A CAST is not as psychometrically efficient

as a maximum information item selection CAT, but

many testing programs constrain item selection to

satisfy content specification and therefore become

less than optimal. Martha Stocking (2000, personal

communication), a leading psychometrician at the

Educational Testing Service, has described the

Graduate Record Examination CAT as a BAT—a

barely adaptive test—because there are so many

constraints on item selection that its adaptivity is

greatly reduced.

Reactions to CATs
In the 1990s, a significant body of research accumu-

lated on job candidates' reactions to employment

selection procedures. Candidates' reactions have

been found to be related to their satisfaction with

the hiring organization, intentions to accept a job

offer, job performance, and intentions to remain

with the organization after being hired (GiUiland,

1994; Smither, Reilly Millsap, Pearlman, & Stoffey

1993). Principles of justice—distributive and proce-

dural—explain many of these reactions.

Tonidandel and Quinones (2000) explored the

applicability of justice principles to CAT test-takers.

They noted important differences between paper-

and-pencil tests and CATs: CAT test-takers must

answer all items in the order presented (they can't

skip items), they cannot review previously

answered items and perhaps change their answers,

different examinees answer different items, and test

scores are not directly based on the number of cor-

rectly answered items. Although early research

found that examinees like CATs that are shorter

than their paper-and-pencil counterparts, Tonidan-

del and Quinones found that individuals preferred

CATs that were more similar to conventional tests

(e.g., all examinees answer the same items, exami-

nees are allowed to skip questions and return later).

INNOVATIVE COMPUTERIZED TESTS

The previous sections in this chapter have shown

great advances in testing and assessment due to the

introduction of computer-based tests. However, a

legacy of paper-and-pencil testing—the multiple-

choice question—seems to have constrained the

way test developers think about assessment: This

item type has continued as the predominate format.

But there are many skills and abilities that do not

lend themselves to assessment with multiple-choice

items. For instance, how should a physician's ability

to diagnose patients be assessed? One would hope

that diagnostic skill would not be assessed by

knowledge of static information derived from text-

books. A physician should be able to differentiate

disorders with highly similar symptoms by a prob-

lem-solving process. Computer-based assessment

offers the flexibility to simulate the task of diagnos-

ing disorders and circumvent a critical limitation of

paper-and-pencil tests.

Research on innovative item types administered

via computer has examined changes designed to

improve measurement. Zenisky and Sireci (2002)

provide a comprehensive review of innovative item

types (e.g., moving objects to create a tree struc-

ture, inserting text, editing text, highlighting text,

and many other formats).

Dimensions of Innovation
Parshall, Spray, Kalohn, and Davey (2002)

described five dimensions that characterize innova-

tive computer item types. In the following para-

graphs, each dimension of innovation is briefly

described.

Item format refers to the different types of

response to a question, for example, multiple-

choice items (i.e., selected response) and essays

(i.e., constructed response). An innovative item for-

mat might require a constructed response such as

creating the design for a bridge from its engineering

specifications on an architectural examination.

Response action deals with how the respondent

answers the question. Most test-takers are familiar

with using a pencil to fill an answer bubble on an

optical scan sheet. Clicking a mouse on a button to

endorse an answer would constitute the computer
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COMPUTER-BASED TESTING

Fritz Drasgow and Siang Chee Chuah

The history of human advancement has shown few

innovations with the wide-ranging impact of the

computer. The ENIAC, or Electronic Numerical

Integrator and Computer, was the first general-pur-

pose electronic computer (Rojas, 2001). Perhaps

the greatest asset of the ENIAC and successive gen-

erations of multifunction computers is their adapt-

ability to various tasks. As described in this chapter,

the computer's flexibility has provided a great

advantage for psychological measurement.

Significant improvements have been made to the

computer since the days of the ENIAC. In 1965,

Gordon Moore predicted that computer processor

speed would double every 18 months. This predic-

tion has proved remarkably accurate: Processor

speed has indeed doubled at this rate and shows no

signs of slowing down. Computers have advanced

from paper tapes and punch cards to sophisticated

graphic user interfaces (GUIs) and from teletypes

and line printers to virtual environments. Comput-

ers no longer cost millions of dollars and fill large

rooms. Testing programs can now afford computers

that fit conveniently on desktops and easily trans-

ported laptops that allow in situ assessment. It is no

surprise, therefore, that computer usage has grown

exponentially.

Computers have been used in many ways for

psychological measurement. Perhaps most straight-

forward is the computerization of tests previously

developed for paper-and-pencil administration.

Such tests offer little in terms of improved psycho-

metric properties but can have important adminis-

trative advantages.

More sophisticated are tests that adapt their dif-

ficulty level to match the ability of the examinee.

Computer adaptive sequential tests (CASTs; Luecht

& Nungester, 1998), computerized adaptive tests

(CATs; Sands, Waters, & McBride, 1997), and

shadow tests (van der Linden, 2000) provide exam-

ples. These tests generally use traditional multiple-

choice questions, but use the computer to

strategically select items of appropriate difficulty for

each individual examinee. By omitting items that

are too easy or too hard for a particular individual,

test length can be substantially reduced with no

loss of measurement accuracy.

Computerization also allows more radical inno-

vation in assessment. Consider that in many situa-

tions, tests are designed to predict future behavior.

For example, academic admissions tests are

intended to predict performance in college, employ-

ment tests are used to predict job performance, and

licensing and credentialing tests seek to assess

whether candidates have the requisite skills to prac-

tice their profession without harming the public.

Campbell's (1990) model suggests that performance

is a function of declarative knowledge, procedural

knowledge, and motivation. Declarative knowledge

consists of an individual's repertoire of facts, rules,

and principles; procedural knowledge involves

knowing how to perform a task; and motivation

concerns the amplitude, direction, and persistence

of one's efforts. Based on their success in predicting

performance (Kuncel, Hezlett, & Ones, 2001;

Schmidt & Hunter, 1998), it appears that tradi-

tional multiple-choice items do a good job of
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assessing declarative knowledge. However, there is

a growing consensus that multiple-choice items are

inadequate for assessing procedural knowledge.

Computer-based testing provides an opportunity

to improve the assessment of an individual's ability

to perform by simulating tasks that are important in

the workplace or classroom (Computerization

Implementation Committee, 2001). For example,

consider the job of a certified public accountant

(CPA). Multiple-choice items can accurately assess

an individual's repertoire of accounting facts, rules,

and principles. However, the American Institute of

Certified Public Accountants added simulations of

client encounters to their licensing exam in 2004

because declarative knowledge appears necessary,

but not sufficient, to ensure competence as a prac-

ticing accountant. More specifically, the exam now

attempts to assess whether a CPA candidate can

successfully solve the vague and ill-defined prob-

lems posed by clients. A computer simulation of a

client encounter can simultaneously test knowledge

of accounting facts, rules, and principles as well as

the application of that knowledge to the problems

presented by clients (Computerization Implementa-

tion Committee, 2001). In this way, computer-based

testing provides an opportunity for more compre-

hensive assessment.

Computerized assessment can also broaden the

domain of assessment by incorporating multimedia

stimuli. Vispoel (1999), for example, used the com-

puter's ability to present sound clips to assess musi-

cal aptitude, Olson-Buchanan et al. (1998)

incorporated video clips in their computerized

assessment of conflict resolution skills, and Acker-

man, Evans, Park, Tamassia, and Turner (1999) dis-

played images on a high-resolution color monitor

to assess medical students' ability to diagnose der-

matological skin disorders.

In sum, there has been a proliferation of

research designed to explore and exploit opportuni-

ties provided by computer-based assessment. This

chapter provides an overview of the diverse efforts

by researchers in this area. It begins by describing

how paper-and-pencil tests can be adapted for

administration by computers. Computerization pro-

vides the important advantage that items can be

selected so they are of appropriate difficulty for

each examinee. Some of the psychometric theory

needed for computerized adaptive testing is

reviewed. Then research on innovative computer-

ized assessments is summarized. These assessments

go beyond multiple-choice items by using formats

made possible by computerization. Then some

hardware and software issues are described, and

finally, directions for future work are outlined.

ADAPTING PAPER-AND-PENCIL TESTS FOR

COMPUTERIZED ADMINISTRATION

To take advantage of computers as a platform, it is

natural for test developers to convert their existing

paper-and-pencil tests and administer them via this

medium. Much of the early work on computer-

based testing was focused on converting paper-and-

pencil tests such as the California Psychological

Inventory (CPI; Scissons, 1976), Sixteen Personality

Factor (16PF; Harrell & Lombardo, 1985), and Job

Descriptive Inventory (JDI; Donovan, Drasgow, &

Probst, 2000) to computer versions.

Converting tests to a computer-based adminis-

tration has several advantages. Once a test has been

developed for computer administration, the cost of

administration can be relatively small. There is no

longer a need to print and transport paper forms,

the computer can administer the test and conse-

quently a proctor may be unnecessary for some

types of assessments, and tests can be scored

quickly and accurately. Moreover, some problems

such as missing responses can be prevented by the

test software, and administration errors by fallible

proctors can be minimized. Examinees' response

times for each item can be tracked and used to

identify some types of testing problems. Addition-

ally, with computer-based scoring, it is possible to

provide instant feedback regarding an individual's

performance on a test.

However, converting a test from a paper-and-

pencil format to a computer format is not without

difficulties. Green, Bock, Humphreys, Linn, and

Reckase (1984) noted that computerized tests can-

not be automatically assumed to yield scores that

are comparable to their paper-and-pencil counter-

parts: "The two tests are equally valid only if they

have been demonstrated to yield equivalent meas-
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ABILITY TESTS

David Lubinski

Annually, literally millions of military personnel,

students, and workers are evaluated with the aid of

ability tests for educational opportunities, differen-

tial training, and promotion. Yet, the attributes

assessed by these instruments and the extent to

which they are distinguished from other assess-

ments (e.g., achievement tests and measures of

more circumscribed competencies) have been a

source of confusion and contention ever since the

advent of ability testing (Campbell, 1996; Cleary,

Humphreys, Kendrick, & Wesman, 1975; Cron-

bach, 1975; Thorndike & Lohman, 1990). In addi-

tion, there are literally hundreds of measures

purporting to assess human abilities, and although

the magnitude of redundancy in this area has been

acknowledged for over 75 years (Kelley, 1927) and

continues to receive attention (Lubinski, 2004),

each distinct measure typically has a unique name

and often is welcomed as bringing a fresh approach

to ability testing. Most recently, new formulations

of emotional, multiple, and practical intelligence

have added complexity to this state of affairs. Hap-

pily, however, modern methods and findings can

bring considerable clarity and parsimony to ability,

achievement, and competency testing. This serves

as the topic for this chapter.

This chapter is parsed into four sections: (a) the

organization of cognitive abilities and measures

thereof, (b) evaluating the constructs assessed by

ability tests, (c) approaches to validation, and (d)

augmenting the construct validation process through

similar and different modalities. Across these sec-

tions, convergent and discriminant validity is

stressed for isolating common and distinct con-

structs. In addition, two complementary albeit

underappreciated concepts are also underscored:

extrinsic convergent validity (Fiske, 1971) and incre-

mental validity (Sechrest, 1963). The former is espe-

cially useful for ascertaining when two measures are

conceptually equivalent and empirically interchange-

able (reducing scale redundancy), whereas the latter

is particularly helpful for evaluating when innova-

tive measures capture unaccounted for criterion

variance (constituting a genuine scientific advance).

THE ORGANIZATION OF COGNITIVE

ABILITIES

There are literally hundreds of ability tests (Carroll,

1993; Cattell, 1971; Jensen, 1980, 1998; Sternberg,

1994),1 and a framework is needed to organize

them. Over the years, proposals have been made to

Support for this article was provided by a Templeton Award for Positive Psychology, a NICHD Grant P30HD15052 to the John E Kennedy Center at

Vanderbilt University, and a Cattell Sabbatical Award. Earlier versions of this manuscript profited from many excellent suggestions by Camilla P Ben-

bow.

'Given the scope of phenomena surrounding ability tests, there are several topics that interested readers may wish to pursue that space limitations

preclude. Following the publication of Herrnstein and Murray's (1993), The Bell Curve, for example, misinformation on all sides of the debate moti-

vated the American Psychological Association (APA) to assemble a task force (and issue a report): "Intelligence: Knowns and Unknowns" (Neisser

et al., 1996). In addition, Intelligence published a special issue entitled, "Intelligence and Social Policy" (Gottfredson, 1997). Two special issues of

Psychology, Public Policy, and Law also appeared (Ceci, 1996; Williams, 2000). In addition, Steinberg's (1994) Encyclopedia of Intelligence is an excel-

lent resource on tests, the history of testing, and creators of major advances; Thorndike and Lohman (1990) provide an excellent treatment of the
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organize cognitive abilities within 120 categories

(Guilford, 1967), seven primary dimensions (Thur-

stone, 1938), and one dominant dimension (Spear-

man, 1904). The former two abstract multiple

abilities at uniform levels of molarity. However, as

Snow (1986) has pointed out, as empirical evidence

accrued, a clear but different picture emerged: The

dimensionality and organization of human cogni-

tive abilities is neither unitary (Anderson, 1983;

Spearman, 1904, 1927) nor consisting of specific

modules (Fodor, 1983; Gardner, 1983, 1993; Guil-

ford, 1967). Rather, cognitive abilities are organized

hierarchically, and tests designed to measure indi-

vidual differences in cognitive abilities—when

applied to a wide range of talent—have replicated

this idea repeatedly (Carroll, 1993; Gustafsson,

2002; Snow & Lohman, 1989). With respect to the

psychological import of dimensions within this

hierarchy, dimensions at the highest level of gener-

alization have the most referent generality (Coan,

1964)—or breadth and depth of their external rela-

tionships—whereas more molecular dimensions are

relevant to fewer psychological phenomena (Brody,

1992; Cronbach & Snow, 1977; Gustafsson, 2002;

Jensen, 1980, 1998).

The most definitive treatment of the hierarchical

organization of cognitive abilities is Carroll's

(1993), wherein he reviews (and reanalyzes) over

460 factor-analytic data sets collected over most of

the past century. Carroll's (1993) hierarchical

(three-stratum) model contains about 60 first-order

stratum I factors, eight stratum II group factors, and

one general factor or general intelligence ("g") at its

vertex, stratum III (see Carroll, 1993, Figure 15.1,

p. 626). Snow (Gustafsson & Snow, 1997; Mar-

shalek, Lohman, & Snow, 1983; Snow & Lohman,

1989) and his students have corroborated this hier-

archical structure through a more parsimonious

radex scaling model (see Figure 8.la). A complexity

dimension (general intelligence, "g," or intellectual

sophistication) is found at the core, and three

content domains (or more specific abilities)—

quantitative/numerical, spatial/mechanical, and ver-

bal/linguistic—surround this general dimension. In

Snow's radex model, two bits of information are

required to conceptualize and locate a test in two-

dimensional space, complexity and content. Content

and complexity are inextricably intertwined in all

cognitive tests.

Figure 8. la illustrates three different types of

tests (viz., "A," "B," and "C"), and the subscripts of

each letter denote tests of varying degrees of com-

plexity (larger numbers are associated with more

complex tests). Figure 8.1b illustrates the parallel

between the radex and hierarchical factor-analytic

solutions quantitatively, whereas Figure 8.1c illus-

trates these parallels structurally. This model is use-

ful for conceptualizing and organizing the

overwhelming number of ability tests, because it

helps explain why tests covary or are psychologi-

cally close—because they share content or com-

plexity. The letters in Figure 8.la denote similarity

in content, whereas subscripts denote degree of

complexity.

To the extent that tests are highly correlated, they

are found in close proximity in this two-dimensional

space (Figure 8.la); the distance between any two

tests in this space indicates the magnitude of their

correlation. Complex tests are found near the center

(or centroid of the radex), whereas less-complex

tests occupy the periphery. Geometrically, the radex

is formed by a series of circumplexes and simplexes:

Tests located on or near lines running from the ori-

gin of the radex to its periphery form simplexes (tests

having similar content but differing in complexity

form arrays on which correlations between tests

decrease as they become farther apart). Second, cir-

cular bands formed by radii extending from the cen-

troid at uniform distances define tests of comparable

complexity, but that vary in content; these circular

bands form circumplexes (circles on which tests may

be arrayed and on which correlations between tests

decrease as they become farther apart). Hence,

knowing the complexity and content (quantitative,

spatial, verbal) locates specific tests within the

radex.

Figure 8.2 is an empirical example of a radex

scaling of a number of ability tests and composites

formed by various aggregations of ability tests

(Marshalek et al., 1983); well-known clusters of

fluid abilities (GF), crystallized abilities (Gc), and

spatial visualization (Gv) are readily identified in
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Parallelism Between the Radex and the Hierarchical Factor Model

B C

A , 1 3 0 0

A2 2 4 0 0
A, 3 3 1 1
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B
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2
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1

2

3
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0
0
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0
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3 0
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3 1

0 3
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1 3

2 2

(b) A Corresponding

Hierarchical Factor Matrix

(a) Radex Scaling for 10 Tests

C, C, C,

fc) Tfe Associated Hierarchical Factor Diagram

FIGURE 8.1. This is a hypothetical example illustrating the degree of
overlap between the radex and hierarchical factor model. From "The
Topography of Ability and Learning Correlations" (p. 61), by R. E.
Snow, P. L. Kyllonen, and B. Marchalek in Advances in the Psychology of
Human Intelligence (Vol. 2), R. J. Sternberg, Ed., 1984, New Jersey: Erl-
baum. Copyright 1984. Reprinted with permission.

this space. Complex, abstract, and content free tests

are familiar tests of fluid abilities (GF), whereas

more crystallized (Gc) and visualization (Gv) tests

are more content focused and a bit less complex.

Other more content-focused tests are in this space

as well.2 As the next section illustrates, other com-

petency tests may be found in this space (i.e., the

space defined by conventional ability tests), which

highlights the ever present need for establishing

convergent, discriminant, and incremental validity.3

Evaluating the Constructs Underlying

Ability, Achievement, and Other Tests of

Cognitive Competencies

It is important to appreciate that the vertex of the

hierarchical model (derived factor analytically) and

2To be sure, other frameworks have been proposed, involving emotional, moral, multiple, and practical intelligence; but these have yet to generate
meaningful empirical advances beyond what conventional cognitive ability assessments afford (cf. Brody, 2003; Gottfredson, 2003b; Hum, 1999;
Lubinski & Benbow, 1995). Messick (1992) in particular has skillfully demonstrated that many of these proposed innovations are found in earlier
frameworks.

'Attracting considerable attention nowadays is "stereotypic threat," a hypothesis purporting that the validity of psychometric assessments is
markedly attenuated for certain underrepresented groups. For multiple reasons, assessment specialists question the tenability of this idea; interested
readers will find the following five pages both informative and intriguing (Jensen, 1998, pp. 513-515; Sackett, Schmidt, et al., 2001, pp. 309-310).
(Also see, Cullen, Hardison, & Sackett, 2004; Sackett, Hardison, & Cullen, 2004; Strieker & Bejar, 2004; Strieker & Ward, 2004.) Finally, the
National Science Foundations has published several validation reports on psychological tests in school and work settings (e.g., Hartigan & Wigdor,
1989; Wigdor & Garner, 1982; Wigdor & Green, 1991).
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Radex Organization of Human Abilities
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FIGURE 8.2. Each point in the diagram represents a test. These tests are

organized by content and by complexity. Complex, intermediate, and simple

tests are indicated by squares, triangles, and circles, respectively. Distinct

forms of content are represented as black (verbal), dotted (numerical), and

white (figural-spatial). Clusters of abilities that define well-known factors are

indicated by a G. G, = fluid ability, Gc = crystallized ability, Gv = spatial visuali-

zation. Tests having the greatest complexity are located near the center of the
centroid of the radex. Reprinted from Intelligence, 7, B. Marshalek, D. F.

Lohman, and R. E. Snow, "The Complexity Continuum in the Radex and Hier-

archical Models of Intelligence," p. 122. Copyright 1983, with permission from

Elsevier.

the centroid of the radex model (uncovered through

multidimensional scaling) constitute psychologically

equivalent factors. This dimension accounts for

approximately 50% of the common variance run-

ning through heterogeneous collections of cognitive

tests in a wide range of talent. It is also a source of

variance traveling through more assessment vehicles

than many psychologists realize, and it accounts for

the preponderance of criterion variance that cogni-

tive abilities are capable of predicting. There are cer-

tainly other cognitive abilities beyond the general

factor that are useful in predicting real-world criteria

(Humphreys, Lubinski, & Yao, 1993; Shea, Lubin-

ski, & Benbow, 2001), and a subsequent section will

provide examples. However, to evaluate the unique

psychological import of specific abilities, it is neces-

sary to establish their discriminant validity from the

general factor, as well as their incremental validity,

relative to it, in the prediction of meaningful psy-

chological criteria. This latter point needs to be par-

ticularly stressed, as all too often, innovative

instruments are correlated with general intelligence

104



Ability Tests

and manifest modest correlations. Then, high relia-

bility coefficients are used to argue that the new

indicator is distinctive because the majority of its

reliable variance is unique to general intelligence.

This line of reasoning says nothing about the mea-

sure's psychological importance.

Reliable variance that is psychologically uninter-

esting. The measurement literature is replete with

examples of components of variance that are reli-

able but not necessarily psychologically important:

method variance (Campbell & Fiske, 1959), con-

stant error (Loevinger, 1954), systematic bias

(Humphreys, 1990), systematic ambient noise

(Lykken, 1968), and crud (Meehl, 1990). These

terms denote reliable sources of variance that are

construct irrelevant (Cook & Campbell, 1979),

which saturate all psychological measuring devices.

The point is that discriminant validity is only one

step in the process of evaluating the psychological

significance of measuring tools. Incremental validity

is also needed (Sechrest, 1963). Moreover, given

that general intelligence accounts for the prepon-

derance of variance that cognitive abilities account

for in predicting performance criteria in educa-

tional, employment, and training settings (Brody,

1992; Jensen, 1980, 1998; Schmidt & Hunter, 1998;

Viswesvaran & Ones, 2002), unless there are com-

pelling reasons to do otherwise, parsimony suggests

that innovative tools be evaluated for their incre-

mental validity relative to this standard (cf. Lubin-

ski, 2000; Lubinski & Dawis, 1992). After all,

general intelligence is the ability construct with the

most referent generality, which is why Humphreys

(1976) refers to this dimension as, "the primary

mental ability." Earlier treatments of this idea are

well worth reading (Humphreys, 1962, 1976;

McNemar, 1964), as are the words of Messick

(1992, p. 379): "Because IQ is merely a way of scal-

ing measures of general intelligence ["g"], the bur-

den of proof in claiming to move beyond IQ is to

demonstrate empirically that. . . test scores tap

something more than or different from general

intelligence. . . . "

Reliable variance that is psychologically interest-

ing. Technically, of course, all ability tests carry

multiple constructs. That this is true of all assess-

ments of individual differences is partly what moti-

vated Campbell and Fiske (1959) to develop the

MTMM matrix and the idea of convergent validity.

(Actually, method variance itself can be construed

as a construct.) However, some ability tests carry

large components of variance relevant to psycholog-

ically important general (complexity) and specific

(more content focused) constructs, whereas others

carry variance primarily restricted to the former.

For multifaceted indicators, containing appreciable

components of multiple constructs (e.g., those

illustrated in Figure 8.3 [viz., Xp X2, and X3]), it is

important to ascertain whether general ("g") or spe-

cific constructs (viz., Sp S2, or S3) are at work when

they manifest validity by forecasting important

external criteria: Are the scale's external relation-

ships due to common variance (g, shared with all

cognitive measures) or specific variance (S, more

indicative of the scale's manifest content)? Answer-

ing this question speaks to Messick's (1992)

requirement for going beyond IQ.

Given the preceding, several considerations need

to be entertained before launching causal inferences

about constructs underlying test performance

(Gustaffson, 2002; Lubinski, 2004). Consider, for

example, mathematical, spatial, and verbal abilities.

Content-focused measures within intermediate tiers

of the hierarchical organization of cognitive abilities

typically carry appreciable components of general

and specific variance. So, in studies of the external

validity of specific ability instruments (e.g., the

constituents in Figure 8.3, viz., Xp X2, or X3), these

investigations need to incorporate indicators involv-

ing predominantly general factor variance (e.g., the

composite in Figure 8.3, viz., Xl + X2 + X3), if the

underlying constructs are to be appraised. Doing so

enables evaluations of the extent to which general

or specific constructs or both are operating (and to

what degree). When measures consisting of pre-

dominantly specific variance add incremental valid-

ity to the prediction of relevant criteria, after a

composite that consists largely of the general factor

has been entered in a multiple regression equation,

evidence is gleaned for the psychological signifi-

cance of an important cognitive ability distinct from
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FIGURE 8.3. Three scales each composed of 35% common

variance, 55% specific variance, and 10% error variance (top).

When these three scales are aggregated (bottom), the resulting

composite consists mostly of the variance they share (61% com-

mon variance). Modified and reproduced by special permission

of the Publisher CPP, Inc. Mountain View, CA 94043, from

"Aptitudes, skills, and proficiencies" by D. Lubinski & R. V.

Dawis, in Handbook of Industrial and Organizational Psychology

(2nd ed., Vol. 3), by M. D. Dunnette & L. M. Hough (Eds.).

Copyright 1992 by CPP, Inc. All rights reserved. Future repro-

duction is prohibited without the Publisher's written consent.

general intelligence.4 This is also true for innovative

tests developed to measure innovative constructs.

Other tests of cognitive competencies. A large lit-

erature has emerged (independent of the psychome-

tric assessment of human abilities) to suggest that

investigators from other disciplines have built

measures of general intelligence without knowing

it. This is why it is important to distinguish

between the complexity and the content of a test

and, subsequently, conducting incremental validity

appraisals (Sanders, Lubinski, & Benbow, 1995).

4When general factor variance is operating predominantly, as Cronbach and Snow (1977) have revealed for many educational treatments, and
Schmidt and Hunter (1998) have revealed for multiple performance criteria in the world of work, content-focused specific ability tests will typically
achieve significant results as well, if used in isolation. However, the general variance is probably what is doing the work. The construct operating
involves the complexity of the test (or its general factor variance) rather than the content of the test (or its specific factor variance). Venturing

causal inferences about the operative construct from specific ability measures used in isolation is hazardous. For the same reasons, venturing causal
inferences about the operative construct underlying innovative measures without considering their overlap with powerful preexisting measures
within the hierarchy of cognitive abilities is hazardous as well. All too often, what is purported to be a major advance turns out to be a manifesta-
tion of the Jangle fallacy (Kelley, 1927) or a "psychological factor of no importance" (Kelley, 1939). For further and more detailed reading on these
ideas, see Gustaffson (2002) and Lubinski (2004; Lubinski & Dawis, 1992).
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Complexity travels through multiple content

domains and frequently carries most, sometimes all,

of the predictable criterion variance.

Three independent lines of work on "functional

literacy" (i.e., health literacy [National Work

Group on Literacy and Health, 1998], adult literacy

[Kirsch, Jungeblut, Jenkins, & Kolstad, 1993], and

worker literacy [Sticht, 1975]) have generated dis-

tinct measures designed to assess, respectively:

knowledge critical for healthy behavior (taking

medication properly), everyday skills (interpreting

a bus schedule accurately), and employability

(skills related to individual differences in employa-

bility). Each team built assessment tools with con-

tent saturated with effective functioning for good

health, life in general, or the world of work (see

Gottfredson, 2002, for a detailed analysis of these

three lines of research). These instruments, how-

ever, all appear to converge on the same underlying

construct, a dominant dimension involving indi-

vidual differences in processing complex informa-

tion (the vertex of Carroll's hierarchy, or the

centroid of Snow's radex). In the information age,

it is the processing of complex information that is

critical for adaptive performance in multiple are-

nas. Indeed, the authors of the U.S. Department of

Education's National Literacy Survey (NALS) began

their scale construction procedures aiming to

assess three kinds of literacy: prose, documents,

and quantitative. They found, however, that despite

an effort to create relatively distinctive measures,

their three scales correlate over .90. Thus, "major

[NALS] survey results are nearly identical for each

of the three scales . . . with findings appearing to

be reported essentially in triplicate, as it were"

(Reder, 1998, pp. 39, 44).

Just like inventors of the initial specific ability

measures were aiming for a parsimonious set of rel-

atively independent dimensions, primarily defined

by different content and a theory of group factors

(Kelley, 1928; Thurstone, 1938), modern investi-

gators seeking to evaluate individual differences

pertaining to health knowledge, reading compre-

hension, and work competency underappreciated

the amount of psychological similarity running

through these various cognitive tasks—content

domains—that people encounter in everyday life.

Higher levels of general intelligence facilitate the

acquisition of many different kinds of knowledge,

relative to lower levels.

The preceding findings demonstrate the scope of

general intelligence. This construct travels through

many different kinds of assessment vehicles,

because it travels through many different aspects of

life. Individual differences in this attribute reflect

differential capabilities for assimilating cultural con-

tent. Therefore, general intelligence seems closely

aligned with Woodrow's (1921) initial characteriza-

tion; namely, intelligence is "the capacity to develop

capacity."

In the preceding example, the instruments that

were developed all measure general intelligence to a

remarkable degree. It would be interesting to ascer-

tain whether they manifest any incremental validity

beyond general intelligence in the life domains that

they were designed for. Moreover, reading, per se, is

not the source of overlap, because these findings

replicate when questions are given orally (Kirsch et

al., 1993; Sticht, 1975). Assimilating, comprehend-

ing, and processing information are the individual

differences assessed by these measures. Moreover,

as reading researchers discovered long ago, there is

much more to reading comprehension than simply

decoding words. These orally administered assess-

ments constitute an important line of convergent

validity (Campbell & Fiske, 1959) because they use

a distinctly different medium (viz., oral as opposed

to written instructions or listening as opposed to

reading). For native speakers, reading ability is com-

prehension (Jensen, 1980, pp. 325-326); spoken

language and written language are just different

vehicles—different methods—for conveying infor-

mation (cf. Carroll, 1997).

Therefore, social scientists interested in the

study of health, life competencies, and work com-

petencies can draw on a broad nomological net-

work afforded from decades of psychometric

research on ability tests. Traditional ability tests

assess individual differences relevant to the phe-

nomena that they are interested in. They generalize

to many important life domains outside the educa-

tional, occupational, and training settings used for

their initial development (cf. Gordon, 1997; Gott-

fredson, 2002, 2004).
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Distinguishing ability and achievement tests. The

forgoing discussion about the generality of contrast-

ing "literacies," or tests initially designed to meas-

ure more circumscribed competencies, is in many

ways not surprising. Because again, the general fac-

tor accounts for the majority of the variance that

cognitive abilities are capable of predicting. There-

fore, it might be expected that when measures are

developed without taking into consideration what

conventional tests afford, some reinventing of the

wheel will occur. Back in the 1920s, Kelley (1927)

knew that tiny slivers of general intelligence run

through all achievement items. Therefore, when

achievement items are sampled broadly and aggre-

gated to form composites, functionally equivalent

measures of general intelligence are formed (cf.

Roznowski, 1987). Indeed, when Kelley (1927)

bemoaned the amount of redundancy across multi-

ple psychological tests and introduced his well-

known jangle fallacy to bring this problem to light,

he used ability and achievement tests to exemplify

the problem.

Equally contaminating to clear think-

ing is the use of two separate words or

expressions covering in fact the same

basic situation, but sounding different,

as though they were in truth different.

The doing of this . . . the writer would

call the "jangle" fallacy. "Achievement"

and "intelligence" . . . We can mentally

conceive of individuals differing in

these two traits, and we can occasion-

ally actually find such by using the best

of our instruments of mental measure-

ment, but to classify all members of a

single school grade upon the basis of

their difference in these two traits is

sheer absurdity. (Kelley, 1927, p. 64)

Cronbach (1976) reinforced this idea 50 years

later: When heterogeneous collections of routine

achievement measures are combined to form a total

score, an excellent measure of general intelligence

is formed. Just prior to this, an APA task force con-

cluded that different "achievement" and "aptitude

or ability" tests can be reduced to four dimensions

(Cleary et al., 1975): (a) breadth of item sampling,

(b) the extent to which items are tied to a specific

educational program, (c) recency of learning

assessed, and (d) the purpose of assessment (viz.,

current status, concurrent validity, or potential for

growth, predictive validity). Ability and achievement

tests do not differ qualitatively; they differ quantita-

tively along these four dimensions. Indeed, the

same kinds of items (frequently identical items) are

routinely found on both "kinds" of tests.

When large numbers of items are broadly sam-

pled from different kinds of information and prob-

lem-solving content, not necessarily tied to an

educational curriculum, which may involve recent

as well as old learning (acquired formally or infor-

mally), their aggregation forms a composite that

accurately assesses general intelligence. This idea,

of course, is Spearman's (1927) indifference of the

indicator. However, if familiar achievement or

information items are to be used—rather than rel-

atively content free reasoning problems (e.g.,

Raven matrices)—it is important to stress that

sampling should be broad to assess the general

factor (cf. Roznowski, 1987). The reason "achieve-

ment" items are not used more routinely in assess-

ing broad cognitive abilities is because they

contain less construct relevant variance than con-

ventional "ability" items (which are more abstract,

complex, and content free). Hence, to assess abili-

ties with high referent generality, many more

achievement (knowledge) items, relative to ability

(reasoning) items are required (Brody, 1994)—but

this is a technical matter, not a conceptual or psy-

chological issue.

Although pools formed by heterogeneous collec-

tions of information items may appear unsystem-

atic, or a "hotchpotch" (Spearman, 1927), the

communality they distill generates functionally

equivalent correlates (Hulin & Humphreys, 1980).

To be clear, for individual items, a large component

of construct irrelevant uniqueness is associated with

each. Indeed, at the item level, over 95% construct

irrelevant variance is typical (Green, 1978). How-

ever, aggregation attenuates these contaminants and

reduces their overall influence in the composite; the

small communality associated with each item piles
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up as more items are added. The composite reflects

mostly construct relevant variance (signal), even

though each item consists mostly of construct irrele-

vant variance (noise).

Evaluating the interchangeability of tests. The

foregoing discussion highlights why general intelli-

gence variance needs to be controlled before spe-

cific ability and innovative cognitive competency

measures can be adequately appraised. It also illus-

trates how similar constructs may travel through

instruments that differ widely in content. However,

although Cronbach (1970; Cronbach & Snow,

1977) has stressed the importance of a general cog-

nitive ability dimension, he also has expressed con-

cern about capturing this dimension precisely. His

concern is germane to other dimensions of cogni-

tive abilities as well.

Reflecting on "construct validity after 30 years,"

Cronbach (1989) noted that localizing the general

dimension running through all cognitive abilities is

problematic: Because the center of the radex (Snow

& Lohman, 1989), or the vertex of a hierarchical

organization (Carroll, 1993), always varies some-

what from sample to sample, and as a function of

the diversity of the tests used, how is one ever to

know whether the "true" center or summit has

been found? Clearly, a method is needed to ascer-

tain when experimentally distinct indicators meas-

ure the same construct in the same way.

To determine if two experimentally distinct

assessment vehicles are indeed measuring the same

construct to the same degree, Fiske (1971) devel-

oped extrinsic convergent validity. The idea is this:

Two measures may be considered conceptually

equivalent and empirically interchangeable if they

display corresponding correlational profiles across a

heterogeneous collection of external criteria. Exam-

ples of the integrative power of this idea can be

found in the psychological literature (Judge, Erez,

Bono, & Thoresen, 2002; Lubinski, Tellegen, &

Butcher, 1983; Schmidt, Lubinski, & Benbow,

1998), but it is surprising that it is not more rou-

tinely used, given the amount of concern about

redundancy in psychological measuring instru-

ments (cf. Block, 2002; Dawis, 1992; Tellegen,

1993). Another attractive feature of this method is

that when multiple measures generate the same pat-

tern of correlations across a heterogeneous collec-

tion of external criteria Qudge et al., 2002; Lubinski

et al., 1983; Schmidt et al., 1998), ostensibly dis-

tinct bodies of literature may be combined under

one unifying construct. Consider Table 8.1, which

reinforces the earlier discussion of a general cogni-

tive ability running through all specific ability

measures as well as all achievement tests.

Table 8.1 contains three experimentally inde-

pendent measures with verbal content: literary infor-

mation, reading comprehension, and vocabulary.

They have intercorrelations of around .75, so they

share approximately half of their variance. And their

uniform reliabilities (high .80s) afford each apprecia-

ble nonerror uniqueness. Yet, examine the corre-

spondence across their external correlational profiles,

which include criteria ranging from other specific

abilities to vocational interests. All three correlational

profiles are essentially functionally equivalent. All

three measures assess the same underlying construct,

even though each possesses a large component of

nonerror uniqueness or room for divergence. Essen-

tially all the information they afford about individual

differences is located in their overlap (or communal-

ity). To refer to these three measures as assessing dis-

tinct constructs just because they have different

labels and manifest content would constitute the jan-

gle fallacy. For many research purposes, these three

measures may be used interchangeably.

Notice also in Table 8.1 how these verbal meas-

ures covary with other cognitive abilities (quantita-

tive and spatial reasoning) and tests of achievement

(music and social studies knowledge), but are only

lightly associated with educational-vocational inter-

est measures, if at all. This convergent-discriminant

pattern reflects the construct of general intelligence.

When measures of quantitative, spatial, and verbal

ability are systematically aggregated, an excellent

measure of general intelligence is formed (Figure

8.3). The question now becomes, Is the external

validity evinced by the three measures in Table 8.1 a

function of their verbal content, or the general fac-

tor ("g") that runs through them? This is important

to ascertain because, again, only after incremental
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Extrinsic Convergent Validation Profiles Across Three Measures Having

Verbal Content

Aptitude Tests
Mechanical reasoning
2-D visualization
3-D visualization
Abstract reasoning
Arithmetic reasoning
High-school math
Advanced math

Information or "Achievement" Tests
Music
Social studies
Mathematics
Physical science
Biological science

Interest Questionnaires
Physical sciences
Biological sciences
Public service
Literary-linguistic
Social service
Art
Music
Sports
Office work
Labor

Literature

.43

.25

.35

.45

.54

.57

.42

.67

.74

.62

.64

.57

.24

.26

.16

.37

.07

.32

.23

.12

-.35

-.08

Vocabulary

.52

.32

.43

.53

.63

.59

.43

.68

.74

.63

.67

.61

.25

.25

.12

.32

.06

.30

.20

.12

-.29

-.06

Reading

comprehension

.54

.35

.47

.61

.63

.57

.39

.62

.71

.57

.60

.56

.22

.22

.12

.32

.07

.29

.20

.13

-.27

-.06

Note. These correlations were based only on female subjects (male profiles are parallel).
N - 39,695. Intercorrelations for the three measures were the following: literature/vocabulary
= .74, literature/reading comprehension = .71, and vocabulary/reading comprehension = .77.
Correlations across the three profiles were all > .90, whereas congruence coefficients across
the three profiles were all > .95. Modified and reproduced by special permission of the Pub-
lisher CPI> Inc. Mountain View, CA 94043, from "Aptitudes, skills, and proficiencies" by D.
Lubinski & R. V Dawis, in Handbook of Industrial and Organizational Psychology (2nd ed.,
Vol. 3), by M. D. Dunnette & L. M. Hough (Eds.). Copyright 1992 by CPP, Inc. All rights
reserved. Future reproduction is prohibited without the Publisher's written consent.

validity analyses are preformed, which used both

general and specific measures, can it be determined

whether general or specific variance is operating (cf.

Figure 8.3)—or whether both are. This is critical for

making valid inferences about the operative con-

struct(s). This is also useful for stopping the super-

fluous proliferation of tests purporting to measure

"new" constructs, but which in reality measure

familiar things that we already have excellent meas-

ures of (the jangle fallacy).

APPROACHES TO VALIDATION

What can ability tests do for psychological science?

What do they predict to and how longitudinally

robust are they? Huge amounts of data have been
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compiled over the years on general and specific

abilities. That general ability is related to learning,

training, and work performance is widely acknowl-

edged (Corno, Cronbach, et al., 2002; Cronbach &

Snow, 1977; Gottfredson, 1997, 2003a; Jensen,

1980, 1998; Schmidt & Hunter, 1998), although,

when predicting performance, specific abilities can

add incremental validity (Lubinski & Dawis, 1992).

This literature does not need to be reviewed here.

Rather, this section will be restricted to two points:

niche selection and predicting group membership.

It is important to keep in mind that different cri-

teria are needed to answer different psychological

questions. Predicting individual differences in

learning, training, and work performance is impor-

tant for validating ability tests, but performance it is

not always the optimal criterion variable (cf.

Humphreys et al., 1993; Lubinski, Webb, Morelock,

& Benbow, 2001; Murray, 1998; Wilk, Desmarais,

& Sackett, 1995; Wilk & Sackett, 1996). There are

other criteria that matter. For example, students

and workers do not select educational tracks and

occupational paths randomly. They do so in part

based on the level and pattern of their general and

specific abilities. General ability level has more to

do with educational or occupation level or prestige

(e.g., uniform levels of high prestige cut across doc-

tor, lawyer, and professor), whereas specific abilities

differentially predispose development toward learn-

ing about and working with different media (e.g.,

working with ideas, working with people, working

with things). Because making choices is different

than performance after choice, the criteria needed

for validating the role that abilities play in making

choices are different. For answering these ques-

tions, the prediction of group membership is more

optimal. Investigations along these lines are more

associated with names like Truman Kelley, Phillip

Rulon, and Maurice Tatsuoka. These validation

designs involve multivariate discriminant function

analyses aimed at classification and selection, rather

than multiple regression analyses predicting indi-

vidual differences in learning and work perform-

ance (see Humphreys et al., 1993, for a review).

For example, the four panels of Figure 8.4 track

a group of intellectually precocious participants at

three time points over a 20-year interval. At age 13,

participants were in the top 1% of their age mates

in general intellectual ability; at this time, they were

also assessed on quantitative, spatial, and verbal

reasoning measures (Shea et al., 2001). At ages 18,

23, and 33, individual differences in their mathe-

matical, spatial, and verbal abilities assessed in early

adolescence were related in distinct ways to subse-

quent preferences for contrasting disciplines and

ultimate educational and occupational group mem-

bership. Specifically, panels A and B, respectively,

show whether participants' favorite and least

favorite high school course was in math/science or

the humanities/social sciences. Panels C and D,

respectively, reflect college major at age 23 and

occupation at age 33.

All four panels represent a three-dimensional

view of how mathematical (X), verbal (Y), and spa-

tial (Z) ability factor into educational-vocational

preferences and choice. For all four panels, all three

abilities are standardized in 2-score units (A and B

are within sex, C and D are combined across sex).

For each labeled group within each panel, the

direction of the arrows represents whether spatial

ability (Z-axis) was above (right) or below (left) the

grand mean for spatial ability. These arrows were

scaled in the same units of measurement as the SAT

(math and verbal) scores. Thus, one can envision

how far apart these groups are in three-dimensional

space in standard deviation units as a function of

these three abilities. Across these developmentally

sequenced panels, exceptional verbal ability, relative

to mathematical and spatial ability, is characteristic

of group membership in the social sciences and

humanities, whereas higher levels of math and spa-

tial abilities, relative to verbal abilities, characterize

group membership in engineering and math/com-

puter science. For example, engineering is relatively

high space, high math, and relatively low verbal.

Other sciences appeared to require appreciable

amounts of all three abilities. These findings were

highly consistent for other outcome criteria as well

(e.g., graduate field of study; Shea et al., 2001).

Across all time points, all three abilities achieved

incremental validity relative to the other two in pre-

dicting group membership. This amount of differ-

entiation could not have been achieved with one

dimension, or what these measures have in
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A. Favorite High School Course (Age 18) B. Least Favorite High School Course (Age 18)

Humanities/Social Science
Males (90)

Humanities/Social Science
Females (65)

10

O.S-

0.2

-1.0 -06 -OJ 0

X = SAT-M
-0.2

-1.0

Y-SAT-V

DAT-C (SR +MR)

= Negative value

= Positive value Math/Science
Females (35)

Math/Science
Males (29)

Math/Science
Males (160)

Math/Science
Females (38)

1.0 -i-O -0.6

X-SAT-M

-OJ 0

•0.2

Y-SAT-V

'Z'= DAT-C (SR+MR)

+— - Negative value

—* = Positive value

O.J 0.6

Humanities/Social Science
Males (154)

0 >
Humanities/Social Science
Females (32)

C. College Majors (Age 23) D. Occupation (Age 33)

•Z' = DAT-C (SH + MR)

4— " Negative value

"~* ~ Positive value

Humanities (66)

Social Science (54)

-1 -0.6 -0.2

X-SAT-M Engineering, other (64)̂

Business (17)
(DAT-C = -0.73) •0.6

Y-SAT-V

Physical Science (43)

'Z' - DAT-C (SR + MR)

' ~ Negative value

= Positive value

Humanities/
Social Science (33)

Law (34fr

Math/Computer Science (73)
O—>

o ».

Engineering, electrical (79)

-1.0 -0.6

X - SAT-M

Business (45)

Y-SAT-V

Natural and Physical
Science (29)

10

Engineering, other (35) Math/Comp (32)
•O-2 (PAT-C - 45V

Engineering, electrical (31)

FIGURE 8.4. Trivariate means for (A) favorite high school class and (B) least favorite class at age 18, (C)
conferred bachelor's degree at age 23, and (D) occupation at age 33. Group ns are in parentheses. SAT-V =
Verbal subtest of the Scholastic Assessment Test; SAT-M = Mathematical subtest of the Scholastic Assessment
Test; and DAT-C = Composite of two subtests of the Differential Aptitude Test (space relations, SR + mechan-
ical reasoning, MR). Panels A and B are standardized within sexes, panels C and D between sexes. The large
arrowhead in panel C indicates that this group's relative weakness in spatial ability is actually twice as great
as that indicated by the displayed length. From "Importance of Assessing Spatial Ability in Intellectually Tal-
ented Young Adolescents: A Longitudinal Study," by D. L. Shea, D. Lubinski, and C. P. Benbow, 2001, Journal
of Educational Psychology, 93, pp. 607-610. Copyright 2001 by the American Psychological Association.
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common; rather, their specific variance (illustrated

in Figure 8.3) is responsible for distinguishing

these groups psychologically.

Assessing Similar Constructs Through

Different Modalities

Except for the example of orally administered health

and worker literacy tests, the discussion thus far has

focused on ability measures involving the same

source. In this final section, a genuinely distinct

method will be reviewed, the chronometric assess-

ment of elementary cognitive processes (ECTs):

memory, inspection time, and reaction time.

An intriguing history is associated with ECTs and

the relationship between chronometric assessments

thereof and intelligence. Although early on people

like E. G. Boring recognized the potential signifi-

cance of ECTs and intellectual appraisals (Peak &

Boring, 1926), work in the area came to an abrupt

halt following the publication of two dissertations,

one supervised by James McKeen Cattell at Colum-

bia (Wissler, 1901), the other supervised by E. B.

Titchener at Cornell (Sharp, 1898-1899). This fasci-

nating history is detailed in Deary (2000, pp.

70-81). In a nutshell, both of these investigations

argued against the hypothesized relationship

between ECTs and familiar indicators of intelligence.

The two publications were widely cited as falsifying

the idea that human intellectual behavior was associ-

ated with chronometric assessments of ECT (Deary,

2000). Yet, the studies were methodologically frail.

Sharp's (1899) study, for example, used only seven

postgraduate students. Wissler's (1901) study was

more elaborate, but still only used high-ability sub-

jects, and the simple reaction time measurements

were based on only three to five trials. Furthermore,

Wissler (1901) computed less than 10% of the possi-

ble correlations from his procedures and did not

take errors of measurement into account. Thus,

these two studies were not the strong "debunkers"

most people have come to believe.

Modern experimentation has cast a different

light on this modality as well. Over the past 20

years, experimentalists have come to appreciate that

ECTs aggregate like psychometric items (Green,

1978). Aggregates of different kinds of basic cogni-

tive processes have been constructed to form gen-

eral measures of conventional experimental phe-

nomena (e.g., working memory, speed of cognitive

processing), and these indicators have, in turn,

been combined to reveal that their communality

covaries highly with conventional measures of psy-

chometric g. To be sure, there are experimental

details to be worked out, because chronometric

assessments of ECTs vary as a function of time of

day, blood sugar level, medication, age, and a vari-

ety of individual differences variables (e.g., hor-

monal fluctuations). The work also requires

vigilance of multiple experimental controls.

Nonetheless, chronometric procedures are here to

stay (Deary, 2000; Jensen, 2005; Lohman, 2000),

because they appear to add incremental validity to

conventional psychometric assessments (Luo et al.,

2003, 2005). To say the least, they marshal an

intriguing source of convergent validity on conven-

tional psychometric assessments. Perhaps some day

they will even effectively handle those annoying

experiential contaminants associated with culture,

learning, and opportunity that have always troubled

appraisers of intellectual capabilities.

SUMMARY

Tests of human cognitive abilities assess arguably

the most scientifically significant individual differ-

ences uncovered by psychological science. Tests of

general intelligence were the focus of this chapter

because the dominant dimension that runs through

them accounts for 50% of the variance in heteroge-

neous tests (across a wide range of talent) and the

majority of criterion variance that cognitive abilities

can predict in school, training, and work settings.

This latter generalization pertains to other real-

world criteria (Gottfredson, 2002). Cronbach's

(1970) earlier appraisal of general mental ability

tests, namely, "[t]he general mental test stands

today as the most important technical contribution

psychology has made to the practical guidance of

human affairs" (Cronbach, 1970, p. 197), is likely

still valid.

Across many psychological niches, well beyond

educational and occupational settings, powerful

empirical evidence reveals that social scientists

would markedly advance their scientific capabilities
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by more routinely incorporating ability tests into abilities predict across longitudinally impressive

their research programs (cf. Benbow & Stanley, time frames, neglecting ability constructs and meas-

1996; Gordon, 1997; Gottfredson, 2002, 2003a, ures in several social science arenas virtually guar-

2004; Lubinski, 2004; Lubinski & Humphreys, antees incomplete theoretical formulations and

1997; Schmidt & Hunter, 1998). Given the array of underdetermined causal modeling,

important behaviors and outcomes that cognitive
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C H A P T E R 9

CATCHING THE MIND IN ACTION:
IMPLICIT METHODS IN PERSONALITY

RESEARCH AND ASSESSMENT

Michael D. Robinson and Clayton Neighbors

Key to implicit methods is the assumption that

many of a person's most important tendencies are

revealed only through performance. An intelligent

person, for example, is not someone who claims to

be intelligent, as such self-ratings may or may not

correlate with performance measures (for a pes-

simistic view, see Brown & Dutton, 1995). Rather,

an intelligent person is someone who can process

information efficiently and reliably, even with con-

current mental load or distraction. Performance

measures need not be limited to examining intelli-

gence, however, as important contributions to

social (e.g., Higgins, 1996), personality (e.g.,

McClelland, 1987), and clinical (e.g., Mathews &

MacLeod, 1994) psychology have similarly been

based on performance rather than on self-reports of

performance.

Implicit methods are based on performance

(e.g., reaction times) and therefore do not require

self-insight; explicit methods (e.g., trait measures)

are based on self-report and therefore require self-

insight. The history of research on introspection has

taught us that self-reports of mental processes can-

not be trusted (MacLeod, 1993). This is why cogni-

tive psychologists measure reaction time, memory

accuracy, and perception within tightly controlled

experimental paradigms (MacLeod, 1993). Thus, a

focus on implicit methods should, ideally, foster a

greater integration of personality psychology with

cognitive psychology, a cross-fertilization that

should enrich both areas.

Before commencing, it is important to note that,

given page limitations, this chapter can neither be

exhaustive of implicit methods nor sufficiently

detailed to permit immediate use in research. The

reader will be referred to appropriate sources for

further reading; see also Table 9.1 in this regard. In

the chapter, we will first make some general com-

ments on the contrasting assumptions of mind rep-

resented by implicit and explicit methods. Second,

we will present an overview on four classes of

implicit measures, namely those related to (a) atten-

tion, (b) depressogenic thought, (c) category acces-

sibility, and (d) associations in memory. Within the

context of the last heading, we will describe the

Implicit Association Test (IAT), which has generated

considerable interest recently. Third, we will discuss

the reliability and validity of implicit measures. And

fourth and finally, we will present some closing

thoughts on the importance of implicit methods to

the science of personality and assessment.

LIMITATIONS TO THE TRAIT APPROACH

Personality traits are stable, cross-situational consis-

tencies in behavior, thought, or experience. Although

personality traits could in principle be based on mul-

tiple types of data, there has been an overwhelming

reliance on self-report. On trait scales, participants

are asked to characterize themselves "in general,"

that is, without regard to time frame or situational

contingencies. Trait scores are reliable and valid and

Preparation of this chapter was assisted by funding from NSF (9817649) and NIMH (MH068241).
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Discussed Implicit Tests and References for Further Reading

Implicit test Targeted process Reference for further reading

Attitude Latencies
Emotional Stroop
Spatial Probe Task
Various Priming Tasks
Categorization
Implicit Association Task
Thematic Apperception

Attitude accessibility
Selective attention
Selective attention
Negative self-schema
Construct accessibility
Associations in memory
motivation

Fazio (1995)
Williams etal. (1996)
Mogg& Bradley (1998)
Segal & Ingram (1994)
Robinson, Solberg, et al. (2003)
Greenwald etal. (1998)
McClelland (1987)

do predict trait-relevant behavior and experiences,

although perhaps not as robustly as one might hope

(Pervin, 1994). Nonetheless, a number of critics

point to the limitations of the trait approach (e.g.,

Cervone & Shoda, 1999).

To understand what self-reported traits are, it is

useful to consider how trait judgments are made.

When people decide whether they are introverted

or extraverted, they do so without recalling any

trait-relevant behaviors or experiences. This point

has been convincingly made by Stanley Klein and

colleagues, who have shown that (a) making a trait

judgment does not facilitate recall for trait-relevant

behaviors and (b) recalling trait-relevant behaviors

does not facilitate making a trait judgment (e.g.,

Schell, Klein, & Babey 1996). More dramatically,

Klein, Loftus, and Kihlstrom (1996) found that an

amnesic could make trait judgments about herself,

despite the inability to recall a single relevant

behavior from the recent past.

As suggested by Robinson and colleagues

(Robinson & Clore, 2002a, 2002b; Robinson, Var-

gas, & Crawford, 2003), such results have impor-

tant implications for the validity of self-reported

traits. If trait judgments are made on the basis of

different information than are reports of everyday

behavior and experience, then they, in some very

real sense, do not capture everyday behavior and

experience. Along these lines, Robinson and Clore

(2002a) reviewed evidence for the idea that many

reports of emotion, particularly retrospective ones,

are vulnerable to reconstruction in a belief-consis-

tent direction. For example, the retrospective

reports of people high in self-esteem are systemati-

cally distorted such that those high in self-esteem

remember more positive self-feelings than was actu-

ally the case in daily experience (Christensen,

Wood, & Barrett, 2003).

Another major issue with trait self-reports is

social desirability. Regardless of whether one con-

siders social desirability to be a valid or invalid

source of variance, there remains the serious issue

that self-reports seem to be based, to a large extent,

on social desirability considerations. That is, peo-

ple tend to endorse trait items if they reflect benefi-

cially on the self and reject trait items if they reflect

poorly on the self, regardless of their actual stand-

ing on the trait dimension (Paulhus & John,

1998).

Social desirability can sometimes detract from

the validity of self-report. For example, in an inves-

tigation by Shedler, Mayman, and Manis (1993), the

authors found that clinician-based reports of dis-

tress were useful in distinguishing two categories of

people. One group, who scored low in both self-

reported and clinical distress, exhibited little behav-

ioral and physiological reactivity within a

laboratory stressor paradigm. The other group, who

scored low in self-reported distress, but high in cli-

nician ratings of distress, exhibited the most

extreme behavioral and physiological reactivity to

the laboratory stressor paradigm (for a recent

review, see Norem, 1998). From this investigation,

we can conclude that not all people who score men-

tally healthy on a self-report questionnaire are in

fact mentally healthy.
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Another concern is that self-reported traits pro-

vide little in the way of explaining why traits are

associated with behaviors or experiences. This

problem was somewhat forcefully stated by Ozer

and Reise (1994): "In the absence of theory, meas-

ured traits are static variables, good for describing

what someone is like . . . but poor at providing a rich

and deep understanding of personality dynamics"

(p. 367). Pervin (1994) similarly expressed disap-

pointment with the status of trait-based explana-

tions. Mechanisms linking traits to behavior or

experience could be offered; however, our impres-

sion is that investigators often link traits to behav-

ior or experience without providing empirical

support for a mediating mechanism (Robinson,

Vargas, etal., 2003).

There is a potentially more serious problem in

linking self-reported traits to behavior and experi-

ence. Cervone and Shoda (1999) call this the "tau-

tology" problem. If neuroticism is denned as a

tendency to experience negative affect, then neu-

roticism cannot explain negative affect. Rather, the

relation is definitional. Zelli and Dodge (1999)

likened trait-based explanation to the following tau-

tology: "The desert climate keeps it from raining"

(p. 99). What is the definition of a desert climate?

A lack of much rain. What does a lack of rain imply

about the local climate? It is a desert. In sum,

traits, if they are defined in terms of specific behav-

iors and experiences, have to predict those behav-

iors and experiences. Only an alternate universe,

without logic or identity, could predict anything dif-

ferent. Traits, in sum, may label regularities in

behavior and experience rather than explain them.

TRAITS AND IMPLICIT PROCESSING

TENDENCIES

Researchers interested in individual differences may

wish to capture processes that are more dynamic

than those measured by traits (Pervin, 1994). If

self-reported traits were somehow exhaustive of

personality functioning, we would expect implicit

processing measures to correlate with self-reported

traits. However, they often do not. Theoretical rea-

sons for such dissociations are discussed next.

As in many other areas of psychology, William

James (1890) made significant contributions to the

psychology of mind and consciousness. In a chapter

on habit, he contrasted procedural knowledge,

automated with repeated use, with volition. Once

habits become a matter of procedural knowledge,

the person has little insight into their operation. In

a chapter on the stream of thought, he bemoaned

the "baleful" failures of attempting to discern why

or how one thought triggers another thought. In a

chapter on the self, James contrasted the "I," which

perceives and interprets, from the "me," which can

be reflected upon. Other chapters, like those related

to attention, memory, and will, similarly contrast

operative processes with awareness concerning

those processes.

Dissociations between knowledge use and aware-

ness of knowledge use are not confined to James

(1890). Indeed, modern statements on procedural

knowledge (e.g., Anderson, 1982) make the case

that knowledge is often used without awareness of

knowledge use. That is, people attend to, perceive,

categorize, and choose behaviors without awareness

of what their minds are doing. One useful contribu-

tion in this regard was provided by Jacoby and Kel-

ley (1987), who suggested that it is critical to

distinguish "memory as an object" (i.e., explicit

memory) from "memory as a tool" (i.e., implicit

memory). When memory is an object, participants

are asked to recall or recognize events that they were

exposed to in the past. When memory is a tool, by

contrast, no memory instructions are provided.

Rather, the investigator is interested in the question

of whether a prior exposure to a word or object

speeds subsequent recognition. The short answer is

that it does even when there is no conscious aware-

ness of the prior event (Kihlstrom, 1987).

Somewhat parallel to Jacoby and Kelley's (1987)

distinction between implicit and explicit memory is

Bassili's (1996) distinction between operative and

meta-attitudinal measures of attitude strength. A

meta-attitudinal judgment asks the person to rate

the importance of the attitude, their certainty about

their attitude, its centrality to the self-concept, or

some other judgment that presumably taps the like-

lihood that the attitude guides their behavior in
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everyday life. Operative measures of attitude

strength do not require such insight. Rather, opera-

tive measures seek to tap what is happening in the

mind when the person is confronted by the object.

Among some people, the mere presence of an atti-

tude object (e.g., a Snickers bar) is enough to trig-

ger an evaluation from memory (e.g., yum) without

extensive deliberation or thought. Among others,

this is not the case.

The accessibility of attitudes can be measured by

asking people to, as quickly as possible, evaluate

attitude objects (Fazio, 1989, 1995). People who

make such judgments quickly have more accessible

attitudes, a quality that should, and does, predict

relevant behavioral outcomes (Fazio, 1989, 1995).

For example, independent of the extremity of atti-

tudes, Fazio and Williams (1986) found that they

could predict biased perceptions of the

Reagan-Mondale debates as well as voting behavior

better among those with more accessible attitudes

toward Reagan. Accessible attitudes are also more

stable over time (Fazio, 1989, 1995). Finally, con-

sistent with the dissociation theme, attitude accessi-

bility is empirically distinct from self-reported

measures of attitude strength such as importance

and certainty (Bassili, 1996).

The purpose of this section has been to establish

three points. One, implicit methods capture the

mind in action rather than as an object of self-

reflection. Two, mental events take time and there-

fore can be measured chronometrically. And three,

assessments based on the mind in action should

not, in principle, be seen as tapping the same con-

structs as those tapped by self-report. In the follow-

ing sections, we review four types of cognitive

processing tasks and their contributions to an

implicit science of personality.

TRAITS, STATES, AND SELECTIVE

ATTENTION

It is common to think that, because self-reported

traits are the dominant approach to personality,

they must capture people's tendencies related to

attention, encoding, and retrieval. However, this

assumption appears to be a mistake. Considering

attention first, there is some consensus that normal

variations in self-reported traits play a relatively

small role in selective attention. In the emotional

Stroop task, a person is asked to name the color of

words. Of interest is whether the semantic nature of

the ignored word interferes with attention to the

primary color-naming task. For example, one might

expect trait anxious participants to exhibit slower

color-naming latencies for words like criticism

because such words capture attention among anx-

ious individuals. However, a substantial literature

review (Williams, Mathews, & MacLeod, 1996) has

concluded that subclinical variations in anxiety do

not seem to be robust predictors of performance.

That is, subclinically anxious participants do not,

by and large, exhibit selective attention for threat-

ening words. This conclusion is reinforced by work

with the spatial probe paradigm. In this paradigm,

several words are simultaneously presented, and

attention toward a threatening word is inferred

from fast latencies to respond to spatial probes pre-

sented in the area of the threatening word. Based on

numerous studies, Mogg et al. (2000) concluded

that the links between anxiety and selective atten-

tion for threat, although relatively robust in the

clinical literature (Mogg & Bradley, 1998), are not

particularly robust concerning trait anxiety.

Because most work on selective attention has

involved threatening information, we (Tamir &

Robinson, 2004) recently sought to investigate the

correlates of attention to rewarding words (e.g.,

love, success). Based on theorizing linking extraver-

sion to reward sensitivity, one might expect a corre-

lation between extraversion and selective attention

to reward (Robinson, Vargas, et al., 2003). However,

in none of our studies did we find correlations

between extraversion and attention to reward. Does

this mean that attention to reward is affectively

irrelevant? No. In the same studies, we showed that

mood states, but not extraversion or neuroticism,

predicted attention performance. In Study 2, for

example, we showed that aggregated measures of

high activation positive affect (based on an experi-

ence-sampling protocol) predicted selective atten-

tion. Specifically, those who had been experiencing

lots of excitement and joy in their daily lives exhib-

ited a significant tendency to selectively attend to

rewarding words in a spatial probe paradigm. In
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Studies 3 and 4, we showed that manipulated mood

states predicted selective attention such that the

induction of excited mood states biased attention

toward rewarding words. Somewhat related to these

findings, Mogg and colleagues (Mogg & Bradley,

1998) have suggested that state anxiety, but not trait

anxiety, is more predictive of attention to threat.

If selective attention covaries with emotional

states, but not traits, then attention to threat might

be expected to disappear with successful therapy.

Indeed, this is the case (MacLeod, 1999). Further-

more, the degree to which the therapy is successful

predicts the degree to which the attention bias is

reduced (MacLeod, 1999). Going further in this

direction, MacLeod and Hagan (1992) suggested

that attention performance might serve as a diathe-

sis in predicting vulnerability to anxiety. In this

study, they measured attention to threat using a

subliminal version of the emotional Stroop test. At

a later time, some of the women in the study were

given a positive diagnosis for possible cervical can-

cer. The dependent measure in the study pertained

to dysphoric reactions to the diagnosis. As pre-

dicted, there was a high correlation (r > .5) between

the information processing measure of attention to

threat on the one hand and dysphoric reactions to

the diagnosis on the other. The finding has been

conceptually replicated (MacLeod, 1999).

If attention to threat correlates with anxiety,

improves with therapy, and acts as a diathesis in

predicting stress in everyday life (MacLeod, 1999),

then attention to threat may actually cause anxiety.

Indeed, this appears to be the case. In an important

study, MacLeod, Rutherford, Campbell, Ebsworthy,

and Holker (2002) chose to examine the causal

hypothesis by manipulating attention to threat in a

modified spatial probe task. They randomly

assigned some subjects to an avoidance condition

in which attention was systematically drawn away

from threat. By contrast, the other condition was

sensitized toward threat. They trained attention by

manipulating the spatial probes (requiring a manual

response) such that they either replaced the non-

threatening word of the word pair (avoid condition)

or the threatening word of the word pair (sensitize

condition). Over the course of the 576 training tri-

als, such a procedure was hypothesized to train or

alter patterns of selective attention either toward or

away from threatening information. Reaction time

performance confirmed this hypothesis. More

important, the authors showed that those trained

toward threatening information reacted with more

anxiety and depression to a laboratory stressor task

(unsolvable anagrams). That is, training altered

reactivity to stressors. Related results have been

reported by MacLeod (1999).

The results reported in this section offer a pro-

ductive model for implicit personality research.

Those who are clinically anxious display selective

attention to threatening information in the environ-

ment (Mathews & MacLeod, 1994). This initial

result set the stage for assessing attentional per-

formance as an indicator of successful therapy

(MacLeod, 1999) and a risk factor in developing

future anxiety (MacLeod & Hagan, 1992). Finally,

such results set the stage for treatments for anxiety

based on altering patterns of selective attention

(MacLeod, 1999). Implicit personality measures,

these results suggest, are more malleable than self-

reported personality traits. Thus, an implicit science

of personality both (a) captures tendencies not

revealed by self-reported traits and (b) offers mech-

anisms that can be changed, thereby altering behav-

ior and experience.

IN SEARCH OF DEPRESSOGENIC

THOUGHT PROCESSES

A variety of studies using a variety of cognitive

methods have sought to discover the depressogenic

thought processes responsible for depression (for

reviews, see MacLeod & Mathews, 1994; Segal,

1988; Segal & Ingram, 1994). However, one prob-

lematic result emerges from this research. Specifi-

cally, it is extremely difficult to distinguish

formerly depressed participants from never

depressed participants on measures of cognitive

bias (e.g., Segal & Ingram, 1994). That is, depres-

sive biases in cognition seem to be more statelike

than traitlike. The reader will note that such find-

ings are parallel to those involving anxiety disor-

ders and attentional threat bias, in that successful

psychotherapy eliminates the attentional threat

bias (MacLeod, 1999).
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There has been a rather extensive search for a

"latent" (as opposed to state-dependent) processing

bias that might underlie depression (Segal, 1988;

Segal & Ingram, 1994). What we can say from this

research is that there may not be one. Rather, depres-

sogenic thought is only revealed when the person is

self-focused or in a sad mood at the time of testing

(Segal & Ingram, 1994). From the perspective of an

implicit science of personality, we believe that these

results are important. They suggest that depression

is nothing like a trait. Rather, it is a phenomenon

that co-occurs with negative mood states and certain

dispositional vulnerabilities. Thus, it may come as

little surprise that self-reported traits play a relatively

minimal role in understanding clinical depression

(Segal & Ingram, 1994).

One further direction for progress in this area

relates to Segal's (1988) observations about the role

of the negative self-schema in depression. Such a

schema would not be revealed by self-report or

even by implicit processing biases per se (Segal,

1988). Rather, evidence for such a schema must

come from priming methodologies in which one

negative self-related piece of information primes

another negative self-related piece of information.

Our lab has been pursuing relevant procedures

for a couple of years now (e.g., Robinson & Clore,

2002b). Participants are asked to judge the extent

to which they generally feel various positive and

negative emotions. Because stimuli are presented in

a random order, any particular trial might involve a

negative (N) or positive (P) emotion and in turn be

succeeded by a positive or negative emotion. Speed

to make a judgment can then be examined as a

function of the valence of the "target" emotion as

well as the valence of the "prime" emotion (i.e., the

valence of the emotion on the preceding trial). This

produces four means of interest: PP, NP, PN, and

NN. A negative self-schema is revealed by the fol-

lowing contrast: PN minus NN. Because the target

emotions in this difference score are both negative,

any differential speed must be due to priming. Thus

far, we have found evidence for (a) robust valence-

specific priming (PP and NN faster than PN and

NP), (b) more pronounced priming for positive

emotions (NP-PP) than for negative emotions

(PN-NN), and (c) moderation by traits. As an

example of the latter effect, those high in life satis-

faction had much higher priming scores for positive

emotions (~200 ms) than those low in life satisfac-

tion did (~100 ms). This suggests that life satisfac-

tion relates to the strength or interconnectivity of

positive knowledge about the self (Robinson &

Kirkeby, in press). It seems likely that similar prim-

ing procedures could be used to understand the

role of the self-schema in depression (Segal, 1988).

TRAITS, STATES, AND ACCESSIBLE

CONSTRUCTS

Modern work on chronic accessibility traces its

lineage back to a paper by Jerome Bruner (1957).

Bruner was one of the main protagonists behind

the New Look, which emphasized motivational

and dispositional influences on perception. In the

1957 paper, Bruner argued that perception is not a

passive process, but rather that the person is pre-

pared to see events that match accessible con-

cepts. An accessible concept is one that is

activated and ready for use given the right stimu-

lus input conditions.

At least three factors influence the accessibility

of a concept (Higgins, 1996). First, a concept is

activated to the extent that it matches the current

stimulus conditions. Being around furniture acti-

vates thoughts about furniture and being around

fish activates thoughts about fish. Second, however,

a concept can be primed or activated by recent

exposure or use. So, for example, exposure to

media violence activates or primes aggressive

thoughts (Anderson & Bushman, 2002). This tem-

porary activation persists for some time, resulting

in an increased likelihood of subsequent aggression

(Anderson & Bushman, 2002).

In addition to the situational factors mentioned,

a third influence on accessibility relates to chronic

accessibility (Higgins, 1996). A chronically accessi-

ble concept is one that is habitually activated in the

person. For example, one approach to individual

differences in aggression might be to propose that

certain individuals typically have a higher level of

activation for antisocial thoughts. As a result, they
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are more likely, on average, to select aggressive

actions in dealing with social conflicts (Zelli &

Dodge, 1999). Chronically accessible concepts are

of obvious relevance to personality psychology.

Although Bruner (1957) did not say much about

chronically accessible concepts, Kelly (1963) did.

Kelly's theory was based on "personal constructs,"

which are habitual dimensions used to interpret

events. A construct is somewhat similar to a con-

cept, except that it explicitly endorses a bipolar

structure (Robinson, Solberg, Vargas, & Tamir,

2003). Kelly, like Bruner, believed that accessible

concepts have a tremendous influence on interpre-

tation, emotional experience, and behavior. In fact,

Kelly (1963) offered accessible constructs as a com-

prehensive theory of personality; he did not say

much if anything about self-reported traits.

How can one determine what a person's accessi-

ble constructs are? According to Bruner (1957),

accessibility is marked by the speed or ease with

which a person can place an object (e.g., a knife) in

a relevant category (e.g., a weapon). Therefore, a

straightforward operationalization of accessibility

would involve a choice reaction time task in which

people are told to, as quickly and accurately as pos-

sible, decide whether each word belongs to one cat-

egory (e.g., a weapon) or another (e.g., not a

weapon). Habitual use of the construct would make

it likely that the person would find the task fairly

easy (and be fast); by contrast, inaccessible con-

structs would produce marked difficulties with the

task. Thus, speed to categorize objects can be taken

as an indication of the accessibility of the construct

of interest (Robinson, 2004).

In several investigations, we have adopted this

straightforward approach to construct accessibility.

In addition to asking participants to make the rele-

vant categorizations, we also asked them to per-

form a neutral categorization task (such as judging

whether a word represents an animal or not). By

use of a regression equation and the computation

of residual scores, we were then able to statisti-

cally remove "baseline" individual differences in

categorization speed. What results is a set of

scores that are correlated with the block of inter-

est, but uncorrelated with the nontarget catego-

rization block (see Robinson, Solberg, et al., 2003,

for further details).

The investigations have been remarkably consis-

tent in suggesting that accessible constructs are

uncorrelated with self-reported traits. This is true

even when the categorization task is designed, in

some sense, to match or be relevant to the trait in

question. For example, trait femininity does not

correlate with speed to categorize words as femi-

nine (Robinson, Vargas, et al., 2003), extraversion

does not correlate with speed to categorize words as

positive (Robinson, Solberg, et al., 2003), neuroti-

cism does not correlate with speed to categorize

words as threatening (Robinson, Vargas, et al.,

2003), and agreeableness does not correlate with

speed to categorize words as blameworthy (Meier &

Robinson, 2004).

Our interest, however, related to emotional

states rather than emotional traits. In these stud-

ies, participants have been asked to complete daily

reports of life satisfaction (Robinson, Solberg, et

al., 2003), palmtop computer reports concerning

pleasant and unpleasant emotions (Robinson, Var-

gas, Tamir, & Solberg, 2004), and laboratory

reports of anger following an anger induction

(Meier & Robinson, 2004). At least four patterns

of findings have emerged from these studies. First,

we have found that accessible negative constructs

predispose people to negative emotions and

somatic symptoms in everyday life, even after

extraversion and neuroticism are controlled

(Robinson et al., 2004). Second, we have found

that extraversion predicts subjective well-being,

particularly for those slow to distinguish neutral

and positive words in a categorization task (Robin-

son, Solberg, et al., 2003). Third, we have found

that anger is a joint (interactive) product of acces-

sible blame and low agreeableness (Meier &

Robinson, 2004). And fourth, we have found evi-

dence for the idea that people are happier when

their categorization abilities are well matched to

their traits (Robinson, in press; Robinson, Vargas,

et al., 2003). As an example of the latter interac-

tion, those high in trait femininity are happier

when they are fast (versus slow) to categorize fem-

inine words, whereas those low in trait femininity
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are. happier when they are slow (versus fast) to

categorize feminine words.

In summarizing this recent program of research,

three points seem especially evident. One, accessi-

ble concepts cannot be viewed in any way as syn-

onymous with self-reported traits. In fact, in no

study have we found a consistent relation between

self-reported traits on the one hand and categoriza-

tion performance on the other. Two, there are dis-

positional influences on our emotional states that

are quite distinct from emotional traits. For exam-

ple, being fast to categorize objects as negative pre-

disposes people to negative affect, precisely because

such negative categorization tendencies are also

used in interpreting daily events and outcomes

(Robinson et al., 2004). The first two points suggest

that one might be able to develop a science of per-

sonality without reference to traits (Cervone &

Shoda, 1999). However, our results, in many cases,

suggest otherwise. Specifically, we have found many

cases in which categorization tendencies interacted

with self-reported traits, so much so that our under-

standing of the findings critically depended on

knowing a person's traits. For example, in one

investigation, accessible blame predicted anger and

aggression only among those low in agreeableness

(Meier & Robinson, 2004). Findings such as these

highlight the importance of traits in moderating the

influence of implicit processes (Robinson, 2004).

IMPLICIT ATTITUDES

Following an initial paper by Greenwald and Banaji

(1995), there has been somewhat of an explosion of

research on implicit measures of attitudes and the

self-concept. The case Greenwald and Banaji made

was that there are important implicit aspects of atti-

tudes and the self-concept that are introspectively

unidentifiable, but nevertheless influence behavior.

Drawing to some extent on Fazio's (1989) idea that

an attitude could be represented as an association

between an object and an evaluation (Banaji, 2001),

Greenwald and colleagues (Greenwald, McGhee, &

Schwartz, 1998) devised the Implicit Association Test

(IAT) to be a flexible method of examining associa-

tions in memory. In the initial investigation, the

authors showed, among other things, that people

implicitly like flowers (versus insects), that Korean

and Japanese Americans have an implicit in-group

preference, and that Caucasian Americans are preju-

diced against Black Americans, at least at the implicit

level. Two other results from this investigation are

noteworthy. One, the extent of one's preference (for

flowers, own-race members, or Caucasians) was

remarkably strong at the implicit level. And two, cor-

relations between implicit and self-reported attitudes

were weak, hovering around the r = .2 mark.

Following the initial investigation by Greenwald

et al. (1998), there have been numerous studies

using the IAT in the context of social cognition.

The IAT continues to be impressive on several

counts. One, the size of the normative effects is

often large (d > .7). For example, Caucasian partici-

pants in Study 3 of the initial investigation (Green-

wald et al., 1998) exhibited an implicit preference

for White (over Black) Americans at the d = 1.13

level. Two, demographic variables often substan-

tially affect IAT scores. For example, men score

masculine, whereas women score feminine, on an

IAT designed to measure femininity versus mas-

culinity (Greenwald et al., 2002). And three, IAT-

based measures of attitudes are quite stable, at least

for implicit measures. Greenwald et al. (2002)

reported several studies exhibiting test-retest corre-

lations in the neighborhood of r = .6. Thus, what-

ever the IAT is measuring, it is somewhat stable.

Despite considerable enthusiasm for this research,

we should at least voice some potential concerns.

The IAT seems to tap universal attitudes most promi-

nently. For example, most participants favor flowers

and White people at the implicit level. However, evi-

dence for the correlational validity of lAT-based

measures is comparatively lacking. For example,

Bosson, Swann, and Pennebaker (2000) conducted a

study examining the reliability and validity of various

measures of implicit self-esteem. They found that the

lAT-based measure was relatively unique in having

high test-retest stability. However, this test, like the

other implicit measures, did not predict their crite-

rion measures (e.g., observer ratings of self-esteem)

very well. By contrast, a self-report measure of self-

esteem did. Thus, we feel that further evidence

related to criterion validity, using criteria other than

trait self-report, would be useful for furthering the
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successes of lAT-based measures (see Banaji, 2001,

for further discussion).

STRENGTHS AND LIMITATIONS OF

IMPLICIT MEASURES

Having presented considerable evidence for the

validity of implicit measures of personality, we are

now in a position to consider some of the unique

strengths and limitations of implicit measures (see

also McClelland, 1987).

Internal Consistency
When assessing the reliability of a self-report

measure of personality, it is common practice to

compute internal consistency coefficients. A test

that is reliable should exhibit high correlations

across items; a test that is unreliable should not.

How do implicit measures fare concerning this cri-

terion? By and large, we do not know. Word frag-

ment completions are believed to have low

internal consistency, at least as a measure of mem-

ory (Buchner & Wippich, 2000). Similarly, our

impression of projective measures of accessible

constructs (Higgins, 1996) and motives (McClel-

land, 1987) is that such measures rarely approach

the internal consistency of self-report tests. Con-

cerning latency-based measures, Buchner and

Wippich (2000) offered the opinion that such

measures should exhibit reasonably high internal

consistency coefficients, specifically because

responses are quite constrained in comparison to

more projective tests of memory. However, com-

puting the internal consistency of "speed" is some-

what irrelevant. Participants who are fast on one

item will be fast on another. So trials in a reaction

time test are quite different than items on a self-

report test, in that it is crucial to remove speed

from the former. When this is done, internal con-

sistency coefficients can sometimes be low.

Test-Retest Stability

Although lAT-based measures of association display

somewhat impressive test-retest correlations, the

same cannot be said for other implicit measures. For

example, Bosson et al. (2000) obtained low

test-retest correlations for implicit self-esteem meas-

ures based on (a) preference for the letters of one's

own name, (b) priming facilitation, and (c) an emo-

tional Stroop task constructed to tap self-esteem.

Our categorization tendency measures have 1-month

test-retest correlations in the r = .5 range (Meier &

Robinson, 2004; Robinson, Solberg, et al., 2003).

TAT-based measures of motives have test-retest cor-

relations in the r = .2-A range (McClelland, 1987).

Finally, Kindt and Brosschot (1998) have reported

that test-retest correlations for attention to threat are

so low as to be nonsignificant.

In summarizing the data on test-retest stability,

it is useful to make two points. One, the test-retest

correlations for self-reported traits (which are quite

impressive; McCrae & Costa, 1994) may be inflated

by the fact that people form certain beliefs about

themselves that are relatively permanent (Robinson

& Clore, 2002a). Two, in contrast to self-reported

traits, implicit processes are inherently unstable.

One can train patterns of selective attention

(MacLeod et al., 2002), alter the accessibility of

constructs (Higgins, 1996), or implicit associations

(Greenwald et al., 2002), by relatively trivial situa-

tional manipulations. In the opinion of the authors,

these results do not necessarily detract from the

validity of implicit measures of cognition. Cognitive

associations in memory are plausibly altered by

every single event affecting the individual (Ander-

son, 1982). Thus, it is not surprising that contex-

tual factors alter implicit measures, just as it is not

surprising that many implicit measures have low

test-retest stability coefficients. Despite these

thoughts, we believe there is an onus on investiga-

tors of implicit cognition to confront the issue of

test-retest stability as directly as possible.

Convergent Validity
Alternate measures of a construct would ideally be

correlated with each other (Campbell & Fiske,

1959). However, data based on implicit tests rarely

meet this criterion (for a discussion, see Cunning-

ham, Preacher, & Banaji, 2001). For example, dif-

ferent measures of attention to threat do not tend to

correlate (Kindt & Brosschot, 1998; Mogg et al.,

2000). Similarly, latency-based measures of implicit

prejudice do not tend to correlate very highly, at
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least without considering measurement error (Cun-

ningham et al., 2001; De Houwer, 2003).

In this context, it is worth mentioning that

implicit measures may be relatively heterogeneous.

For example, De Houwer (2003) presents convincing

arguments that the extent to which two implicit atti-

tude measures will be correlated depends on the

extent to which the measures are tapping similar

processes. Based on prior work related to a taxon-

omy of reaction time processes, De Houwer sug-

gested that measures based on Fazio's work (e.g.,

Fazio, 1995) tap stimulus compatibility mechanisms.

By contrast, measures based on Greenwald's work

(e.g., Greenwald et al., 1998) tap response compati-

bility mechanisms. Therefore, it comes as little sur-

prise to De Houwer that priming- and lAT-based

measures of implicit prejudice do not correlate very

highly. De Houwer's analysis offers a necessary cor-

rective to the assumption that scores based on

implicit methods are tapping the same thing; addi-

tionally, however, De Houwer's work raises additional

questions about what is being tapped by different

implicit measures (see also Fazio & Olson, 2003).

Criterion Validity
Robinson, Solberg, et al. (2003) suggested that cri-

terion-related correlations for implicit tests are

often surprisingly high given reliability concerns;

by contrast, those for explicit tests are often fairly

disappointing given their internal consistency. This

conclusion was based on prior knowledge concern-

ing the validity of implicit and self-report tests

(Bornstein, 1999), as well as findings from the

investigation at hand (Robinson, Solberg, et al.,

2003). Bornstein (1999), for example, has con-

cluded that projective measures of dependency

motivation predict behavioral outcomes somewhat

(although nonsignificantly) better than self-report

measures of dependency do. Similarly, Spangler

(1992) has concluded that projective measures of

achievement motivation predict behavioral out-

comes somewhat (although nonsignificantly) better

that self-report measures of achievement motivation

do. Nevertheless, considering that there are legiti-

mate concerns about the reliability and convergent

validity of implicit tests, we must regard the evi-

dence for the criterion validity of implicit tests as

quite impressive. Implicit tests, these results sug-

gest, are very real predictors of construct-relevant

outcomes (Robinson, 2004).

Assessment

Many applied investigators are interested in person-

ality tests (and other measurement devices) because

of their worth in assessing individuals. For exam-

ple, personnel psychologists might be interested in

implicit measures because they improve the validity

of predictions about job performance. In a related

vein, clinicians might be interested in implicit

measures because they increase the accuracy of

diagnoses. Can we offer advice to such researchers

and clinicians concerning the validity of implicit

tests? By and large, we are reluctant to do so. At the

present, concerns about the reliability and validity

of implicit tests are sufficient to discourage people

from relying upon them within assessment con-

texts. Perhaps this situation will be changed in the

future. In this connection, it is worth mentioning

that reaction time-based measures of personality are

just now receiving systematic treatment (Robinson,

Vargas, et al., 2003). More basic research will be

necessary before we are willing to advise practition-

ers to incorporate implicit tests into their assess-

ment batteries (see also Banaji, 2001).

TOWARD A PROCESS-ORIENTED VIEW OF

PERSONALITY

For quite a long time, psychologists have realized

that self-reports of personality represent only one

approach; lurking beneath the surface of self-report

are implicit tendencies related to selective attention,

accessibility, categorization, and information

retrieval. To the extent that one can measure these

patterns, one unlocks important clues to what

makes us different in our daily transactions with

the environment.

Self-reported traits, we believe, are not exhaus-

tive of personality. Although people are able to

encode and represent certain facts about them-

selves, there are also major blind spots. One source

of blind spots relates to inaccessibility. People do

not, by and large, know how they process informa-
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tion. For example, imagine asking people the fol-

lowing questions: "Just how activated was that

thought?"; "To what extent did that thought trigger

another related thought?"; "Do you engage in an

attention allocation pattern that favors threatening

information when multiple objects are present?"; or

"To what extent did that thought activate your left

hemisphere?" As we hope these questions suggest,

there are many workings of the mind that are inac-

cessible to introspective awareness (MacLeod,

1993). Such inaccessibility is not necessarily moti-

vated (Kihlstrom, 1987). Indeed, the fundamental

fact of information processing may be that it is

invisible to introspective analysis (Dixon, 1981).

A second major source of blind spots is that self-

reported traits are significantly influenced by social

desirability motives (Paulhus & John, 1998). Peo-

ple have overwhelmingly favorable views of them-

selves, views that are at odds with the actual

circumstances of their lives. A way to reconcile this

discrepancy (i.e., perception versus reality) is to

propose that some, if not most, people engage in a

motivated pattern of distortion such that they see

themselves more positively that the circumstances

warrant (Paulhus & John, 1998; Shedler et al,

1993). Such a view of self-report certainly leaves

room for implicit measures of personality. Implicit

measures cannot be "faked" in any obvious way,

rendering them an appropriate check on conscious

patterns of self-endorsement.

Finally, we would be remiss if we didn't highlight

one final point. We have made the case that self-

reported traits and implicit processes often do not

correlate, precisely because they tap different

aspects of the person. An important implication of

this dissociation is that a study examining only self-

reported traits and patterns of information process-

ing is likely to be a failure (i.e., there may be no

correlation). Does this mean that information pro-

cessing mechanisms are irrelevant to daily experi-

ence and behavior? No, not at all. To determine the

role that information processing plays in behavior

and experience, we are generally calling for a third

variable approach. In particular, experience-sam-

pling protocols can be used to determine the regu-

larities, in emotion and behavior, of people's lives.

In many cases, we have found that implicit meas-

ures predict daily experiences just as strongly as

self-reported traits do, despite being uncorrelated

with traits (e.g., Robinson et al., 2004). In other

cases, we have found that self-reported traits and

implicit measures interact in predicting daily expe-

rience and behavior (e.g., Robinson, Solberg, et al.,

2003). The point is that one must measure daily

experience and behavior to understand how implicit

tendencies contribute to personality functioning.

SUMMARY

In this chapter, we have presented evidence related

to the validity of implicit measures of personality.

Existing results lead us to believe that implicit

measures can reveal new facts about the individual

not available on the basis of self-reported traits. Of

considerable importance, implicit processes are

modifiable. This renders it likely that implicit meas-

ures of personality will set the stage for successful

cognitive interventions to reduce psychological dis-

tress. Self-reported traits, although capturing impor-

tant continuities in the individual, are relatively

insensitive to the moment-to-moment variations in

information processing that determine concurrent

behavior and experience. A focus on implicit meas-

ures can fill this gap.
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SEQUENTIAL OBSERVATIONAL METHODS

Roger Bakeman and Augusto Gnisci

Observational methods are about measurement.

Like most of the assessment methods described in

other chapters in this section, they provide ways to

extract scores from behavior. Thus observational

methods, in common with assessment methods

generally, are defined by procedures that when

applied to events produce scores. Such scores are

usually refined and reduced and then, often in com-

bination with scores from other sources (thus

becoming multimethod), are subjected to the sorts

of statistical analyses described in the next section

of this volume.

This volume urges readers to take a multi-

method perspective. This chapter is much narrower.

Here, a particular approach to measurement is pre-

sented, systematic observation of behavior, with a

particular emphasis on capturing sequential aspects

of the observed behavior. This is hardly the only

approach to measurement, nor do the methods we

emphasize here even exhaust the domain of obser-

vational methods understood broadly. Our intent in

writing this chapter was to describe a particular

approach, revealing its promises and pitfalls with

sufficient specificity so that investigators could

judge when it might prove useful. Thus we hope to

contribute to a multimethod perspective, not so

much directly, but indirectly. We think that sequen-

tial observational methods often capture aspects of

behavior that other approaches do not and thus

have much to contribute when used in combination

with other approaches as investigators develop their

own unique multimethod strategies.

If observational refers to methods for measuring

behavior, what distinguishes them from other meas-

urement approaches such as self-assessment ques-

tionnaires, peer ratings, standardized tests,

physiological recording, and the like? For what

kinds of circumstances and what sorts of research

questions are they recommended? What kinds of

researchers have found them useful? In an attempt

to address these questions, we consider five topics

in turn. First, we discuss defining characteristics of

observational methods generally along with their

advantages and disadvantages; second, ways of

recording observational data; third, methods of rep-

resenting observational data for computer analysis;

fourth, the reliability of observational data; and

finally, data reduction and analytic approaches that

let us answer the questions that motivated our

research in the first place. Throughout, concrete

examples are used to illustrate specific points.

CHARACTERISTICS OF SEQUENTIAL

OBSERVATIONAL METHODS

As we define matters here, coding schemes are a

central defining characteristic of sequential observa-

tional methods. Sometimes it useful to use the

phrase systematic observation to distinguish the

sorts of methods we are talking about from simply

looking at behavior or producing narrative, journal-

istic reports. Then a brief definition of systematic

observation might be the application of predefined

coding schemes to sequences of live or recorded

127



Bakeman and Cnisci

behavior (or transcripts of behavior) based on rules

and with attention to observer reliability.

It is also important to define what observation is

not. In the definition of observational methods just

given, no mention was made of the context in which

observation occurs. It could be either a field or a lab-

oratory setting and, in either setting, experimental

manipulation might or might not be used (although

usually experimental manipulations are far more fre-

quent in laboratory settings). Thus systematic obser-

vation, which is often thought of as a naturalistic

technique, is inherently neither correlational nor

causal; it depends on context. Second, no element of

psychological theory is present in the definition, and

in fact, observation can serve many different theories

providing specific contents to categories. However, if

the definition of observation is context- and content-

free, it is not free of epistemological assumptions: As

you might deduce from the definition itself, it is

based on Stevens' (1951) theory of measurement and

on the belief that human behavior can be quantified

and formalized in models.

Coding schemes can be thought of as measuring

instruments, something like rulers or thermome-

ters. However, unlike rulers and thermometers,

which measure length and temperature on interval

scales, coding schemes usually make categorical or

nominal (or at most ordinal) distinctions. They

consist of sets of predefined behavioral categories

representing the distinctions that an investigator

finds conceptually meaningful, often explicitly the-

ory based, to check important psychological

hypotheses or to answer important research ques-

tions. One classic example is Parten's (1932) coding

scheme for preschool children's play. She defined

six categories—unoccupied, onlooker, solitary, par-

allel, associative, and cooperative—and then asked

coders to observe children for 1 minute each on

many different days and to assign the most appro-

priate code to each minute.

Examples of other coding schemes can be found

in Bakeman and Gottman (1997), but most share

this in common: Like Parten's scheme, they consist

of a single set of mutually exclusive and exhaustive

codes (there is a code for each event, but in each

instance only one applies), or of several such sets,

each set coding a different dimension of interest.

For example, when interacting with her mother, an

infant's gaze (to mother, to object, to other), vocal-

ization (neutral/pleasure, fuss/cry, none), and body

movement (active, still) might be coded, using

three sets of mutually exclusive and exhaustive

(ME&E) codes. In the simplest case, a set could

consist of just two codes, presence or absence of a

particular behavior; thus if observers were asked to

note occurrences of five different behaviors, any of

which could co-occur, this could be regarded as five

sets with each set containing two codes, yes or no.

As a general rule, it is useful to structure codes into

ME&E sets; it eases exposition, aids recording, and

facilitates subsequent analysis.

The objection is sometimes raised that coding

schemes are too restrictive and that predefined

codes may allow potentially interesting behavior to

escape unremarked. Sometimes a more open stance

is recommended, similar to that of a participant

observer or a qualitative researcher. We assume that

such qualitative, unfettered observation occurs

while coding schemes are being developed and will

influence the final coding schemes. However, once

defined, coding schemes have the merits of replica-

bility and greater objectivity that they share with

other quantitative methods. Even so, coders should

remain open to the unexpected and make qualita-

tive notes as circumstances suggest. Further refine-

ment of even well-developed coding schemes is a

possibility to which investigators should always

remain open. We could go even further and claim

that a qualitative stance is important in other phases

of observational research, not just when developing

coding schemes, because such a stance often pro-

vides deeper insight into phenomena, which is use-

ful when generating and defining hypotheses and

when interpreting results in natural contexts.

Coding schemes are presented to behavioral

observers, not participants. Participants may be

aware that an observer is present or that a video

image is being recorded, but they don't interact

with the measuring device itself in the way they do,

for example, with a questionnaire that they fill out,

nor is their behavior constrained as with a struc-

tured interview. They are free to simply behave,

sometimes restricted only by the instructions the

researcher provides them, the structure of the
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experimental session, or the features of the environ-

ment (i.e., novelty, artificiality). True, their behavior

may be altered by the presence of an observer,

although most investigators report that participants

rapidly habituate, whether observers are recording

live or using video. As a result, the behavior cap-

tured by observational methods often seems more

natural and less constrained than it is with other

methods. Although not absolute, in general we

think that the ability to capture relatively naturally

occurring behavior is perhaps one of the major

advantages of observational methods.

A second advantage is the ability to capture

nonverbal behavior. Again, the coding scheme

resides with the observer; there is no presumption

that participants need to be verbal (or able to read),

as is the case with many other methods. Thus it is

not surprising that, historically, observational

methods have been developed primarily by investi-

gators studying animals (e.g., S. Altmann, 1965)

and nonverbal humans, that is, infants (e.g., Tron-

ick, Als, Adamson, Wise, & Brazelton, 1978). Of

course, verbal behavior can be captured explicitly

by observational methods, for example, when cod-

ing transcripts of couples' conversation (e.g.,

Gottman, 1979).

A third, and perhaps major, advantage is the way

observational methods can be used to study

process. Although Parten coded 1-minute samples

from different days, this is the exception. More typi-

cally observational methods are used to capture a

more or less continuous record of behavior as it

unfolds sequentially in time. Thus the book that

Bakeman wrote with Gottman (1997), titled Observ-

ing Interaction, has as its subtitle, An Introduction to

Sequential Analysis, understanding that sequential

analysis can be a general approach that takes into

account both sequences and co-occurrences of

events ordered in time. For example, Bakeman and

Brownlee (1980), using codes similar to Parten's

(their codes were unoccupied, solitary, together,

parallel, and group play), recorded sequences of

children's play states, which allowed them to dis-

cover that parallel play acted as a bridge to group

play (because solitary often preceded parallel play,

and parallel often preceded group play, but solitary

rarely preceded group play).

Not all investigators who use observational

methods to capture records of behavior in time are

interested in sequential (or concurrent) associations

among behaviors. Some may be interested primarily

in time-budget information, that is, in what propor-

tion of time an animal foraged or slept, or what

proportion of time, on average, 3-year-old children

spent in parallel play. Still, investigators interested

in one, the other, or both of these uses of observa-

tional data will experience what may be the primary

disadvantage of these methods, which is the volu-

minous amounts of data that can be generated.

Thus issues of data management, and especially

data reduction, although not unique to observa-

tional methods, often demand considerable atten-

tion when observational methods are used.

We began this section with the statement that

coding schemes are a defining characteristic of

sequential observational methods. Although this

chapter follows this definition, the definition itself

is arguably somewhat narrow. Other, very useful

possibilities exist and are worth mentioning. One is

the use of rating scales. Although the terms coding

and rating are sometimes used interchangeably, it

seems clearer to maintain that coding relies on cate-

gorical scales and rating on at least ordinal scales.

Ratings could be applied sequentially. For example,

raters might be asked to rate successive 10-second

intervals for emotional intensity (e.g., 1 = very neg-

ative, 2 = somewhat negative, 3 = neutral, 4 = some-

what positive, 5 = very positive). More typically,

raters might be asked, for example, to rate an entire

5-minute mother-infant interaction session for

maternal warmth, maternal responsiveness, infant

responsiveness, and so forth. The two strategies can

also be combined. For example, coders could code

mother and infant behaviors throughout the session

and then rate various characteristics at the end.

In a number of ways, problems, techniques, sta-

tistics, and other matters are different for coding

compared to rating. Coding is usually more labor

intensive and time consuming, but it provides a

level of concrete detail and exploration of process

(e.g., moment-by-moment changes and effects) that

rating typically does not. Moreover, reliability

approaches can be quite different (see Hox & Mass,

chap. 19, this volume, for the intraclass correlation,
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which is used with ratings). In this chapter we have

chosen to focus on coding and its particular prob-

lems and techniques because we believe that the

more, different approaches investigators know

about, the more likely multimethod approaches

become. There are many reasons to choose between,

for example, detailed moment-by-moment coding

and summary ratings, but lack of knowledge about

a particular approach should not be one of them.

RECORDING OBSERVATIONAL DATA

Once the hard work of developing coding schemes

is past, trained observers are expected to categorize

(i.e., code) quickly and efficiently various aspects

of the behavior passing before their eyes, audible

by their ears, or both. The behavior may be live, an

audio or video recording (in either analog or digi-

tal form), or a previously prepared transcript, but

one basic question concerns the coding unit: To

what entity is a code assigned? Is it a neatly

bounded time interval such as the single minute

used by Parten? Or is it successive n-second inter-

vals as is often encountered, especially in older lit-

erature? Or is it an event of some sort? For

example, observers might be asked to identify

episodes of struggles over objects between

preschoolers and then code various dimensions of

those struggles (Bakeman & Brownlee, 1982).

Or—and this is the approach we generally favor—

are observers asked to record onset and offset times

of events, or to segment the stream of behavior

into sequences of ME&E states, coding the type of

the event and its onset times.

When onset and offset times of events are not

recorded, the coding unit is usually straightforward.

It could be a turn-of-talk in a transcript, a specified

time interval, or a specified event. The practice of

coding successive time intervals, which is often

called zero-one or partial-interval or simply time

sampling (Altmann, 1974), requires further com-

ment. Given today's technology, interval recording

has less to recommend it than formerly. As usually

practiced, rows on a paper recording form repre-

sented successive intervals (often quite short, e.g.,

15 seconds), columns represented particular behav-

iors, and observers noted with a tick mark when a

behavior occurred within, or predominately charac-

terized, each interval. The intent of the method was

to provide approximate estimates of both frequency

and duration of behaviors in an era before readily

available recording devices automatically preserved

time; it was a compromise between accuracy and

ease that reflected the technology of the time.

Given today's technology, almost always the time

over which events occur can be preserved quite eas-

ily, and so no compromise is required. When coding

live, for example, whenever a key representing a

code is pressed on a laptop computer or similar

device, not just the code but also the time can be

automatically recorded. Or video recordings may

display time as part of the picture, allowing

observers to note the onset times of codable events.

Or computers may display video recordings that

contain electronic time codes as part of the record-

ing, which automates entry of time codes into data

files. With video recording and appropriate technol-

ogy, the coder's task is reduced to viewing the image

(and re-viewing, which is an advantage of working

with a video recording), and pressing keys corre-

sponding to onsets of codable events. When codes

are organized into sets of ME&E codes, as recom-

mended earlier, only onset times need be recorded

because each onset implies the offset of an earlier

code from the same set.

When this approach is used—when onset and

explicit or implied offset times are recorded—what

is the coding unit? It does not make sense to say it

is the event, which would imply a single decision,

made once. The task is more complex. The coder

is continuously alert, coding moment by moment,

trying to decide if in this moment a particular

code still applies. However, a moment is too impre-

cise to serve as a coding unit. As a practical mat-

ter, we need to quantify moment, and although

arbitrary, probably the best choice is to let preci-

sion define the unit. Thus if we record times to the

nearest second, as is common and reflects human

reaction time, it is useful to think of the second as

our coding unit, the entity to which a code is

assigned. This is a fiction, of course, but a very

useful one with implications for representing data

and determining their reliability, as we discuss

subsequently.
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Two comments seem in order, one dealing with

smaller, one with larger time units: First, half-sec-

ond or tenth of a second intervals could be used,

but without specialized equipment, hundredths of a

second intervals make little sense. Even though

time in seconds may be displayed with two digits

after the decimal point, only 30 or 25 frames per

second of video are recorded (in the American

NTSC or National Television Systems Committee,

or the European PAL or Phase Alteration Line sys-

tem, respectively), so the precision is illusory. Sec-

ond, thinking of codes being assigned to successive

1-second intervals is no different logically than

assigning codes to other intervals (e.g., 10- or 15-

second ones), with one key difference: 1-second

intervals reflect plausible precision in a way that

larger intervals do not.

REPRESENTING OBSERVATIONAL DATA

With many measurement approaches, the question,

How should one represent one's data? does not arise.

The standard rectangular data matrix suffices. Rows

represent sampling units (participants, dyads, etc.),

columns represent variables, and columns are filled

in with the relatively few scores generated by the

measurement approach. That is all the standard sta-

tistical packages need or expect, and even a prelimi-

nary step like scoring the items of a self-esteem

scale, for example, is relatively straightforward. Such

data matrices (e.g., the Data Editor window in SPSS)

are useful for observational studies as well, but usu-

ally the columns are filled with scores that result

from data reduction, not initial data collection.

More so than with many other measurement

approaches (physiological recording is one impor-

tant exception), observational methods produce

diverse and voluminous data, so how data are rep-

resented (literally, re-presented) for the inevitable

subsequent computer processing becomes an

important consideration. We are convinced that if

data are structured well initially, they may not ana-

lyze themselves exactly, but their analysis may well

be facilitated. To this end, Bakeman and Quera have

defined standard conventions for formatting

sequential data (SDIS or Sequential Data Inter-

change Standard; Bakeman & Quera, 1995). Such

data files can then be analyzed with GSEQ, a pro-

gram for sequential observational data that has con-

siderable capability and flexibility (Generalized

Sequential Querier; for current information see

http://www.gsu.edu/~psyrab/sg.htm or

http://www.ub.es/comporta/sg.htm). In particular,

GSEQ effects the kinds of data reduction we have

mentioned earlier and demonstrate subsequently.

Taking into account different possible coding

units and different approaches, Bakeman and Quera

(1995) defined five data types. The first three are

used when onset and offset times are not recorded,

whereas the last two assume such recording of time:

1. Event sequences consist of a single stream of

coded events without time information; a code

from a single ME&E set is assigned to each event.

2. Multievent sequences consist of a single stream of

cross-classified events (i.e., codes from different

ME&E sets are assigned to each event).

3. Interval sequences consist of a stream of timed

intervals, each of which may contain one or

more codes.

4. State sequences consist of single stream of coded

states (onset time of each is recorded) or several

such streams, each representing a ME&E set.

5. Timed-event sequences consist of a record of

onsets and offsets of events that may, or may

not, be organized into ME&E sets.

Conventions for expressing data as one or the

other of these five types are designed to be easy to

use and easy to read. To illustrate, segments from an

event sequential, a state sequential, and a timed

event sequential data file are given in Figure 10.1.

Our intent is that these five types reflect what inves-

tigators do and how they think about their data, but

there are other possibilities. For example, coding

with the assistance of various computerized systems

typically produces files of codes along with their

associated onset times. In such cases, we have found

it easy to write programs that reformat such data

into SDIS format (e.g., Bakeman & Quera, 2000).

In a number of ways, the five SDIS data types are

quite similar. In fact, once observational data have

been represented according to SDIS conventions,

producing what we call SDS files, these SDS data
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Event (un lo tog par grp);
<Jenny> ,10:30 un lo un tog lo tog par tog par grp
lo 10:33/

State (un lo tog par grp);
<Alex> un,0:00 lo,0:32 un,0:48 tog,1:02 lo,l:08 tog,1:22
par,1:41 tog,1:53 par,2:05 grp,2:31 lo,2:41 ,3:00/

Timed (MRV MOV)(IRV IOV);
<Dyad AK> ,0 MRV,8-12 MRV,32-38 MOV,53-57 ... &

IOV 18-21 IRV,33-35 IOV,43-46 ... ,60 /

FIGURE 10.1. Examples of event, state, and timed-event sequential data formatted
per SDIS conventions. The data type and, in these examples, a set or sets of ME&E
codes in parentheses are declared before the semicolon. Codes for the event and
state sequence are un = unoccupied, lo = onlooking, tog = together, par = parallel,
and grp = group. Codes for the timed sequence are MRV = mother rhythmic vocal-
ization, MOV = mother other vocalization, IRV = infant rhythmic vocalization, IOV
= infant other vocalization. For the event sequence, the observation began at 10:30
and ended at 10:33; such information is needed only if rates are computed. For the
state sequence, the observation began at 0:00 and ended at 3:00; in this case units
were seconds, and the onset time for each code was given. For the timed event
sequence, units were integer seconds; it began at second 0 and ended at second 60.
The end of the observation is indicated with a forward slash. For the timed
sequence, an ampersand separates mother and infant streams.

files are then compiled by the GSEQ program,

which produces an MDS or modified SDS file.

Whereas SDS files are easy to read, MDS files are

formatted to facilitate analysis. Moreover, no matter

the initial data type, the format for MDS files is

common. Logically, one can think of an MDS file as

a matrix. Each row represents a different code, and

each column represents a coding unit (event, inter-

val, or time unit). Then cells are checked for pres-

ence or absence of that code within that unit. If we

think of this matrix as a scroll, clearly quite lengthy

scrolls can result. Especially when a unit of time

such as a second serves as the coding unit, we can

imagine a scroll unfurling into the far future, and

we can imagine this matrix of binary numbers as

being quite sparse (in practice, however, actual

computer files are compressed).

This common underlying format for sequential

observational data is both extremely simple and

powerfully general. A wealth of new codes can be

created from those initially collected, which is per-

haps the greatest advantage of representing sequen-

tial data this way. For example, especially useful for

interval, state, and timed sequences, where co-

occurrences are often of concern, are the standard

logical commands of And, Or, and Not (see Figure

10.2). A single superordinate code can be formed

from several subordinate codes using the Or com-

mand; for example, a single positive behavior code

could be defined, which would be coded as occur-

ring anytime any of a number of different positive

codes had been coded. Also, a single code that

occurs only when other codes co-occur can be

formed using the And command; for example, a

new code might characterize those times when an

infant was gazing at the mother while the mother

was concurrently vocalizing (or gazing) to her

infant. Then co-occurrences of this new joint code

with other codes could be examined.

The Window command is an additional, power-

ful data modification available in the GSEQ pro-

gram (again, see Figure 10.2). With it, new codes

can be formed that are tied to onset or offsets of

existing codes. For example, if mother and infant

rhythmic vocalization were coded (MRV and IRV),

new codes could be defined for just the second that

the infant (or mother) begins rhythmic vocalization

(i.e., the onset second), and another new code could

be defined for the onset second of IRV and the fours

seconds thereafter, thus defining a 5-second window.
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FIGURE 10.2. Examples of And, Or, and Window commands; used primarily to modify multiple-
stream state and timed sequential data. Double-headed arrows represent time units (here a second)
during which the initial code or new code occurs. A left parenthesis before a code represents the
onset second.

This would allow investigators to ask, for example,

whether mothers were likely to begin a rhythmic

vocalization within 5 seconds of their infants begin-

ning one than at other times, thereby demonstrat-

ing reciprocity or matching.

Other modifications are possible. For example,

Becker, Buder, Bakeman, Price, and Ward (2003)

coded vocalizations of bush baby mothers with

their infants (Otolemur garnettii, a small primate). A

new code—a short growl bout—was defined that

characterized stretches of time when mothers' brief

growls occurred with 7 seconds or less between

individual maternal growls. This permitted Becker

et al. to ask whether infants responded specifically

to growl bouts or equally to isolated growls (it was

primarily to bouts). We hope that this example,

along with the examples in the previous para-

graphs, has demonstrated that data modification is

both flexible and useful (see also Bakeman, Deck-

ner, & Querea, 2004). Appropriate creation of new

codes from existing data can give users more direct

and compelling answers to the research questions

that led them to collect their data in the first place.

Such modification usually matters much more for

observational than for other kinds of data, but first

data must be represented in a way that facilitates

modification, which is why we have emphasized

matters of data representation here.

RELIABILITY OF OBSERVATIONAL DATA

The standard psychometric concerns of reliability

and validity are in no way unique to observational

methods. The precision and accuracy of any meas-

uring device needs to be established before weight

can be given to the data collected with it. Such con-

siderations apply no matter whether observational

methods or other measuring approaches are used.

Nonetheless, for some measuring approaches, relia-

bility issues do not loom large. For example,
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usually we assume that, once calibrated, electro-

mechanical measuring instruments are accurate.

Similarly, we assume that a transcriber is accurate

and do not ask what the reliability is of a transcrip-

tion (although perhaps we should). Furthermore,

for some kinds of measurement, reliability matters

are quite codified, and so it is routine to compute

and report Cronbach's internal consistency alpha

for self-report scales.

In contrast, for observational methods, reliability

issues do loom large and are quite central to the

approach. For the sort of observational systems

described here, the measuring device consists of

trained human observers applying a coding scheme

or schemes to streams of behavior, often video

recorded. Thus the main source of error in observa-

tional methodology is the human observer. The

careful training of observers, and establishing their

reliability, is an important part of the observational

enterprise. Quite correctly, we are a bit skeptical of

our fellow humans and want to assure ourselves,

and others, that data recorded by one observer are

not idiosyncratic, unique to that observer's way of

viewing the world.

Thus the first concern is for reliability. Validity is

more complex, and evidence for it accumulates

slowly, as we will discuss subsequently. As is stan-

dard (e.g., Nunnally & Bernstein, 1994; Pedhazur

& Schmelkin, 1991), by reliability we understand

agreement and replicability. Whatever is being

measured is being measured consistently. When two

observers agree with each other, or agree with

themselves over time, we have evidence for reliabil-

ity. It is possible, of course, that two observers

might share a deviant worldview, in which case they

would be reliable but not valid. Validity implies

accuracy, that we are indeed measuring what we

intend. As is widely appreciated, measures may be

reliable without being valid, but they cannot be

valid without being reliable.

Reliability can be established using fairly nar-

row statistical means (e.g., Cronbach's alpha for

internal consistency of self-report scales), whereas

validity involves demonstrating that a measure

correlates in sensible ways with different meas-

ures allegedly associated with it in the present

(concurrent validity) or in the future (predictive

validity) and with other measures assumed to

measure the same construct (convergent validity),

and does not correlate with other measures

assumed to measure other constructs (divergent

validity). It is not necessarily demonstrated in one

study, but requires more an accumulation of evi-

dence, coupled with some judgment. Because reli-

ability is required for validity, and because a

specific statistic (Cohen's kappa) dominates

observational reliability, whereas validity

approaches are much more general (as, indeed,

the content and organization of this volume

attests), in this chapter we emphasize reliability as

applied to observational methods. We might add

that not all authors regard agreement as "an index

of reliability at all" because it addresses only a

particular source of error (Pedhazur & Schmelkin,

1991, p. 145). Earlier Bakeman and Gottman

(1997) attempted to distinguish reliability from

agreement but, on reflection, we would argue that

the distinction is less useful than the more firmly

psychometric view presented here.

As previously noted, usually observers are asked

to make categorical distinctions, thus the most com-

mon statistic used to establish interobserver reliabil-

ity in the context of observational studies is Cohen's

kappa, a coefficient of agreement for categorical

scales (Cohen, 1960; also see Nussbeck, chap. 17,

this volume). Cohen's kappa corrects for chance

agreement and thus is much preferred to the per-

centage agreement statistics sometimes encoun-

tered, especially in older literature. Moreover, the

agreement matrix (also called a confusion matrix),

required for its computation, is helpful when train-

ing observers due to the graphic way it portrays

specific sources of disagreement. In the following

paragraphs, we demonstrate the use of kappa using

an example based on research in the development of

joint attention in infants and toddlers by Adamson

and colleagues. This example is useful because it

allows us to integrate material introduced earlier in

this chapter concerning coding schemes and the

representation of observational data with reliabil-

ity in a way that demonstrates what has been a

theme throughout, the usefulness of conceptualiz-

ing observational data as a sequence of coded

time units.
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First, the coding schemes: Adamson, Bakeman,

and Deckner (2004) have examined how language

(or symbolic means generally) becomes infused into

and transforms joint attention with toddlers. To this

end, and based on earlier work (Bakeman & Adam-

son, 1984), they defined seven engagement states

for toddlers playing with their mothers. Four, listed

first, are of primary theoretic interest, whereas three

more complete the ME&E set:

1. Supported Joint Engagement (sj), infant and

mother actively involved with same object, but

the infant does not overtly acknowledge the

mother's participation; symbols (primarily lan-

guage) not involved.

2. Coordinated Joint Engagement (cj), infant and

mother actively involved with same object or

event, and the infant acknowledges the mother's

participation; symbols not involved.

3. Symbol-Infused Supported Joint Engagement (Ss),

toddler and mother involved with same object,

the toddler is attending to symbols, but the

toddler does not overtly acknowledge mother's

participation.

4. Symbol-Infused Coordinated Joint Engagement (Cs),

toddler and mother involved with same object,

the toddler is attending to symbols, and the tod-

dler actively acknowledges mother's participation.

5. Unengaged, Onlooking, or Person (ulp). Initially

these three were coded separately but the dis-

tinctions were not of primary interest, so we

combined them into a single code (using GSEQ's

OR command).

6. Object, infant engaged with objects alone (ob).

7. Symbol-Only, Object-Symbol, Person-Symbol

(Yop). These three were defined to complete log-

ical possibilities but, as expected, were very

infrequent, and not of primary interest, so we

combined them into a single code.

Once codes are defined, a focus on issues of reli-

ability serves several purposes, ranging from train-

ing of coders to final publication of research

reports. Three important questions investigators

face are as follows: First, given that we are asking

coders to identify times when behaviors (in this

case, engagement states) occur, how do we provide

them feedback concerning their reliability? Second,

how do we assure ourselves that they are reliable?

And third, how do we convince colleagues, includ-

ing editors and reviewers, that they are reliable?

When the timing of events is recorded, these ques-

tions become tractable once we identify a time unit

as the coding unit and represent the data as a

sequence of coded time units, as discussed earlier.

Assume a time unit of a second, as is common.

Then the seconds of the observation become the

thing tallied. Rows and columns of a matrix are

labeled with the codes in a ME&E set. Rows repre-

sent one observer and columns a second observer.

Then, each second of the observation is cross classi-

fied. Tallies in the cells on the upper-left to lower-

right diagonal represent agreement, whereas tallies

in off-diagonal cells represent disagreement.

Such an agreement matrix provides coders a

graphic display of the coders' agreement and dis-

agreement. It pinpoints codes on which they dis-

agree; for example, for the agreement matrix in

Figure 10.3 the most common disagreement was

between object and supported joint engagement

(31 seconds). Moreover when codes are ordered

from simpler to more complex (as they are in

Figure 10.3), tallies disproportionately above the

diagonal, for example, would suggest that the

second observer consistently had lower thresh-

olds (was more sensitive) than the first. Thus

patterns of disagreement suggest areas for further

training, whereas patterns of agreement assure

investigators that coders are faithfully executing

the coding.

Moreover, the extent of agreement can be quan-

tified using Cohen's kappa (1960; Robinson &

Bakeman, 1998), which is used in published reports

to assure others of the reliability with which the

coding scheme was applied. Kappa is an index that

summarizes agreement between two coders when

assigning things (here seconds) to the codes of an

ME&E set. Thus kappa is an index of the reliability

with which two coders use a categorical scale (i.e.,

a set of ME&E codes), derived from the agreement

matrix. Let x.. indicate a cell of the matrix and a

plus sign indicate summation, then x+ indicates the

total for the ith row and x++ indicates the total num-

ber of tallies in the matrix, where fe is the number

of codes in the set. Then
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kappa - .84, %agree = 87%, window = +|- 2
Rows: 1255A, columns: 1255B

ulp ob Ypo sj cj Ss Cs

FIGURE 10.3. An agreement matrix, as displayed by GSEQ, for which kappa is
.84; an agreement was tallied if coders agreed within + 2 seconds. A total of 1255
seconds were coded. Code ulp combines unoccupied, onlooking, and person; ob =
object; Yop combines symbol-only, object-symbol, and person-symbol; sj = sup-
ported joint and cj = coordinated joint engagement; Ss = symbol-infused sup-
ported and Cs = symbol-infused coordinated joint engagement.

p =

represents the proportion of agreement actually

observed (.87 for the tallies in Figure 10.3),

exp

represents the proportion of agreement expected due

to chance (.18 for the tallies in Figure 10.3), and

K =
h -P

obs exp

l-P
exp

indicates how kappa is computed (.84 in this case).

Agreement expected due just to chance is sub-

tracted from both numerator and denominator, thus

kappa gives the proportion of agreement corrected

for chance.

Exact second-by-second agreement may be too

stringent. Given human reaction time and other

considerations, investigators may be willing to per-

mit their coders some tolerance, which the GSEQ

program allows. For the tallies in Figure 10.3, a

2-second tolerance was specified, thus agreements

were tallied as long as the second observer agreed

with the first within 2 seconds. Figure 10.4 shows

how this works in practice. Displayed is a 40-sec-

ond segment of a time plot from a reliability session

of the sort GSEQ produces. The first coder's second-

by-second record is shown on the first line, the sec-

ond coder's on the second line, and disagreements

on the third line. Seconds underlined with periods

were disagreements but were not counted as such

because the second coder agreed with the first

coder within 2 seconds. For example, coder 1

assigned cj at 54:23 and 54:24 whereas coder 2

assigned Ss. However coder 2 assigned cj at 54:21

and 54:22, which was within the tolerance speci-

fied. In contrast, seconds underlined with hyphens

did count as disagreements. For example, coder 1

assigned Ss at 54:35; because coder 2 did not assign

Ss within 2 seconds (i.e., from 54:33-54:37), this

counted as a disagreement.

The procedure of cross classifying time units to

assess observer reliability raises a couple of poten-

tial concerns. First, because the time unit is arbi-

trary (recall the minute vs. moment discussion

earlier), what would happen if half-seconds or

tenths of a second were used instead, thereby dou-
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0:54:20 0:54:30 0:54:40 0:54:50

Coder 1 ccc|||SSSSSSSS||SSSSSi§ccccccccccSSiSSSSS

Coder 2 ci|SSSSSSSSiisssssssss«iiccccccccCCCC|§SS

Si

FIGURE 10.4. A segment from a plot, as displayed by GSEQ, of 40 seconds coded
by two observers, with a tolerance of 2 seconds. Here, s = supported, c = coordi-
nated, S = symbol-infused supported, and C = symbol-infused coordinated joint
engagement. Seconds underlined with dashes are counted as disagreements. Sec-
onds underlined with periods were not counted as disagreements because there
was agreement within ± 2 seconds, but they would be counted as disagreement if 0
tolerance was specified. Seconds not underlined represent exact agreement.

bling or increasing the number of tallies by an order

of magnitude? Other things being equal, the value

of kappa would not be affected; it is a magnitude of

effect statistic, unchanged by the number of tallies

(unlike, e.g., chi-square). True, its standard error

would decrease with more tallies, but whether or

not a kappa is statistically significantly different

from zero is almost never of concern; significant

kappas could still indicate unacceptable agreement.

Quite rightly, investigators are concerned with the

size of kappa, not its statistical significance. For

example, Fleiss (1981) characterized values over

.75 as excellent, between .60 and .75 as good, and

between .40 and .60 as fair; nonetheless, Bakeman

and Gottman (1997) recommended viewing values

of kappa less than .70 with some concern.

Which coder is designated first and which sec-

ond is also arbitrary. When no tolerance is speci-

fied, values of kappa are identical, no matter which

coder is considered first. However, and this is the

second concern, when a tolerance is specified

slightly different values of kappa are generated

depending on which coder is first (because the

algorithm considers each time unit for the first

coder in turn and tallies an agreement if a match is

found for the second coder within the tolerance

specified). In practice, any difference in the values

of the two kappas is usually quite small. Nonethe-

less, such indeterminacy makes most of us a bit

uncomfortable, and so we recommend computing

both values and then reporting the lower of the

two, which seems a conservative strategy.

Cohen's kappa has many advantages with respect

to the traditional percentage of agreement. By elimi-

nating the portion of nonreliable agreement due to

chance from the total agreement, the index becomes

an index of reliability in a classical measurement

theory sense that assumes a ratio between true vari-

ance and total variance; it can be weighted when

the variable is ordinal so that more versus less seri-

ous confusions about codes between observers can

be taken into account (for details see Bakeman &

Gottman, 1997). Kappa can be calculated both for

the general category system and even for each sin-

gle category (by extracting a series of 2 x 2 tables

from the agreement matrix); thus, along with the

help of the agreement matrix, different kappas for

different codes within the same set can be com-

pared to detect particularly unreliable codes.

In sum, when using observational methods, reli-

ability is a central concern, from training of coders

to publication of research reports. Validity is a con-

cern too, but one that applies to all our studies, all

the time, no matter what measurement approach is

used, and that usually is integrated with data analy-

sis. Still, it is worth noting that one common

approach to training observers combines both valid-

ity and reliability concerns. This approach involved

preparation of standard protocols that are assumed

accurate and against which observers are tested.

The standard protocol is regarded as a "gold stan-

dard," one that the researcher prepares with the

consultation of experts and that is regarded as rep-

resenting "the true state of affairs;" that is, in
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psychometric terms, it is an external measure that

the researcher can reasonably assume to be accu-

rate. Comparing each observer with this protocol

by means of the confusion matrix and Cohen's

kappa provides a simple way to understand if

observers are really coding what the researcher

wants them to code. This procedure has at least two

advantages: It identifies coders' errors while elimi-

nating the possibility that the coders share a com-

mon but nonetheless deviant worldview, and it

permits all future coders to be trained to a common

criterion of known (presumed) validity.

When observational methods are used, and the

timing of events is recorded (i.e., onset times and

implicit or explicit offset times)—a circumstance

that current technology makes easy, routine, and

increasingly common—assessing reliability of

coders is facilitated when data are represented as

successive coded time units (e.g., seconds). An

alternative strategy, sometimes encountered in older

literature, is to attempt to align two protocols and

somehow, attempting to take commissions and

omissions into account, identify similar stretches of

time assigned the same code as a single agreement,

and then report a percentage of agreement statistic.

This is both imprecise and does not give coders

credit for the moment-by-moment nature of their

decisions. It also does not give them credit for not

coding an event, even when that may be the correct

decision. The time-based approach to reliability pre-

sented here seems preferable. In the next section we

demonstrate how representing data as successive

coded time units can facilitate data analysis as well.

REDUCING AND ANALYZING

OBSERVATIONAL DATA

In contrast with both self-report or questionnaire

methods, and more similar with automatic collec-

tion of physiological data, observational methods

often result in voluminous data. Thus data reduc-

tion is often a necessary prelude to analysis. A use-

ful strategy is to collect slightly more detailed data

than one intends to examine, thus initial data

reduction may consist of combining some codes.

Other data reduction may involve computation of

conceptually targeted indices (e.g., an index of the

extent to which mothers are responsive to their

infants' gaze), which then serve as scores for multi-

ple regression or other kinds of statistical analyses.

Several examples of this useful and productive

strategy for observational data are given in Bakeman

and Gottman (1997); Bakeman (2000); and Bake-

man, Deckner, and Quera (2004), and a specific

example is presented in the following paragraphs.

Earlier we noted that sequences of events might

be coded without recording their onset or offset

time. Such event sequences are amenable to Sackett's

(1979) lag-sequential analysis. However, when

events are coded along with their onset and offset

times—and current technology makes timing infor-

mation ever easier to record—such timed sequences

afford analytic options not available with event

sequences (Bakeman & Quera, 1995). Timed

sequences can consist of any number of mutually

exclusive or co-occurring behaviors, and the time

unit, not the event, can be used as the tallying unit

when constructing contingency tables. This can be

very useful. Often we want to know whether one

behavior occurred within a specified time relative to

another, and we are not particularly concerned with

its lag position (i.e., with whether or not other

behaviors intervened).

For example, Deckner, Adamson, and Bakeman

(2003) wanted to know whether mothers and their

toddlers matched each other's rhythmic vocaliza-

tions and so coded onset and offset times for moth-

ers' and toddlers' rhythmic vocalizations. Their time

unit was a second, and Figure 10.5 shows results

for one dyad. For the rows, each second of the

observed interaction was classified as within (or not

within) a 5-second time window; the window began

the second the mother began a rhythmic vocaliza-

tion and extended for the next 4 seconds. For the

columns, seconds were classified as a second the

toddler began a rhythmic vocalization, or not. A

useful way to summarize this 2x2 table is to note

that the odds the toddler began a rhythmic vocal-

ization within 5 seconds of her mother beginning

one were 0.0582 to 1 (i.e., 11 * 189), whereas the

corresponding odds otherwise were 0.0299 to 1

(i.e., 29 -f 971). Thus the odds ratio—a statistic

probably more used in epidemiology than in other

social science fields—is 1.95 (i.e., 0.0582 - 0.0299).
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Within 5s of
mother' s onset

Yes
No

fowlr - -• '

Toddler onset
Yes No

11 189
29 971

r '..«*."- lf»';;

Totals

' ,•* •,'/••'
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FIGURE 10.5. This mother-toddler dyad was observed for 1200
seconds or 20 minutes; the tallying unit is the second. For these
data the odds ratio is 1.95 (11/189 divided by 29/971) indicating
that a toddler was almost twice as likely to begin a rhythmic vocal-
ization within 5 seconds of the mother beginning a rhythmic vocal-
ization than at other times.

If the cells of a 2 X 2 table are labeled x.., where the

first subscript represents the row and the second

the column, then the

odds ratio = fulfil =
X21*X22 X12X2l

The odds ratio deserves to be better known and

used more by psychologists and other behavioral

researchers. It is useful on two counts: First, it is

useful descriptively to say how much greater the

odds are that a behavior will occur in the presence

as opposed to the absence of another behavior

(here, that the toddler will start a rhythmic vocal-

ization more often shortly after the mother does as

opposed to other times). Second, the natural loga-

rithm of the odds ratio, which varies from minus to

plus infinity with zero indicting no effect, is an

excellent score for standard statistical analyses (the

odds ratio itself, which varies from zero to plus

infinity with 1 representing no effect, is not; see

Wickens, 1993). Thus Deckner et al. (2003) could

report that 24-month-old female children were

more likely to match their mother's rhythmic

vocalization than 24-month-old male children or

either male or female 18-month-old toddlers, using

a standard mixed-design analysis of variance (sex

was the between-subjects variables and age the

within-subjects variable), where the log of the nat-

ural logarithm of the odds ratio served as the score

analyzed.

In sum, Deckner et al. provide an excellent

example of how analysis of observational data can

proceed with timed sequences. Onset and offset

times for events are recoded, then a computer pro-

gram (GSEQ; Bakeman & Querea, 1995) tallies sec-

onds and computes indices of sequential process

(here, an odds ratio) for individual cases, and

finally a standard statistical technique (here, mixed

model analysis of variance) is applied to the

sequential scores (here, the natural logarithm of the

odds ratio). Deckner et al. were interested specifi-

cally in whether mothers and toddlers matched

each other's rhythmic vocalizations but the same

technique could apply to a variety of behaviors and

to other sets of partners or to behaviors within an

individual. It is very general.

SUMMARY

Historically, sequential observational methods have

proved useful when process aspects of behavior are

more important than behavioral products or for

studying any behavior that unfolds over time. They

have been widely used for studying nonverbal

organisms (e.g., infants) and nonverbal behavior

generally, especially social behavior. The study of

social interaction generally and interactional syn-

chrony in particular (here exemplified with the

matching of toddler-mother rhythmic behavior)

are two areas in which observational methods have

been widely used. Observational methods seem to

have a kind of naturalness not always shared with
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other measurement strategies. Observers are not

always passive or hidden, and situations may be

contrived, and yet the behavior captured by obser-

vational methods seems freer to unfold, reflecting

more the target's volition than seems the case with,

for example, self-report questionnaires. Self-reflec-

tion is not captured, but aspects of behavior outside

immediate articulate awareness often are.

With recent advances in technology, observa-

tional methods have become dramatically easier.

Handheld devices can capture digital images and

sound, computers permit playback and coding

while automating clerical functions, and computer

programs permit flexible data reduction and analy-

sis. Whether or not future investigators select

observational methods will come to depend more

on whether the method fits at least some aspect of

the behavior under study and far less on some of

the technical obstacles of the past. All this makes it

more likely that the data analyzed at the end of the

day will, in the spirit of this volume, represent mul-

tiple methods and permit a genuinely multimethod

perspective on the behavior that brought us to

research in the first place.
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QUANTITATIVE TEXT ANALYSIS

Matthias R. Mehl

Text analysis has been receiving increasing attention

within the social sciences. This surge of interest is

reflected in several recent books (Neuendorf, 2002;

Popping, 2000; Smith, 1992; Weber, 1990; West,

2001), chapters (e.g., Smith, 2000), and review arti-

cles (e.g., Lee & Peterson, 1997; Pennebaker, Mehl,

& Niederhoffer, 2003) on the topic. This chapter

seeks to demonstrate that quantitative text analysis

is a powerful, efficient, and easy-to-use scientific

method with a wide spectrum of applications in

psychology. It is organized into four major sections.

At the beginning, an example of text analysis from

social psychology is presented. This is followed by a

brief historical overview of text analysis and an

introduction to the conceptual foundation of text

analysis. The third section reviews nine influential

text analysis approaches in psychology. The final

part discusses potentials and problems of quantita-

tive text analysis.

A TEXT ANALYSIS EXAMPLE FROM SOCIAL

PSYCHOLOGY

How do people respond to physical symptoms, and

what makes them decide whether or not to seek

treatment? The methodological toolbox in psychol-

ogy is large, and there are a number of potential

ways to address this question. Yet the default strat-

egy has been to rely on just one tool—the question-

naire. In this case, for example, a researcher might

create a health-decision questionnaire consisting of

a number of Likert-scaled items, such as "How seri-

ous do your symptoms have to be before you see a

doctor?" and "When you experience symptoms,

how long do you wait before you see a doctor?" An

alternative approach is simply to ask people what

they normally do when they experience some rather

common physical symptoms.

In a recent introductory psychology class, stu-

dents wrote brief essays on how they would react if

they woke up sweating, feeling terrible with a

102°F fever, and having a rash on their chest. Con-

sider the following three responses1:

Participant A: My initial impressions

would be panic, going through height-

ened anxiety. Health is probably my

highest priority here at the university,

and any slight deviation from feeling

decent would send off warning signals

to get help ASAP. Initially, I would go

to my primary source of 24/7 counsel-

ing: calling home. They wouldn't mind

at all. Calling them would give me a

good idea of what I might be coming

Preparation of this chapter was aided by a grant from the National Institutes of Health (MH52391) to James W. Pennebaker. I am grateful to Sher-
lock Campbell, Michael Eid, Samuel Gosling, James Pennebaker, Lisa Trierweiler, and an anonymous reviewer for their comments on previous
drafts of this chapter.

'I thank Carla Groom and James Pennebaker for providing the essays.
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down with. I have my own physician's

number at hand, and if the symptoms

persisted throughout the rest of the

morning, I wouldn't be hesitant as to

calling him.

Participant B: I would first call my

mother and tell her about my situation.

I would see what she would suggest,

which would most likely be to go see a

doctor. I would call the University

Health Center and make an appoint-

ment to see a doctor that day. Because I

am covered by my mother's health

insurance, the co-pay for me visiting

the doctor would be twenty dollars. If

the doctor knows what is wrong with

me and gives me a prescription, the

twenty dollars would be well spent.

Participant C: First thing I would do is

try and remember if I had ever experi-

enced similar symptoms so I could try to

figure out on my own what was wrong

with me. I would then probably call my

mother to see if she had any idea what

could be causing my symptoms and if

she thought I should see a doctor.

Knowing me, I would worry myself into

a panic attack if I let the symptoms per-

sist since I do not like not knowing what

is wrong with me. 1 have gotten sick so

often during the past few years that I

have given up on trying to just cope

with any sort of illness by myself.

What is striking about these answers is that, on

the surface, all three participants reacted quite simi-

larly. They all say they would go to see a doctor on

the first day. For all three participants, one of the

first things they thought about was calling their

family. They probably also didn't differ much in

terms of how serious they considered their symp-

toms to be. Thus, their responses to a multiple-

choice questionnaire would most likely be

comparable. However, a quick read of their

responses conveys impressions of psychological

reactions that are quite distinct.

For example, Participant B adopted a rather cool

and rational attitude, compared to Participants A

and C, who reacted rather emotionally. The free

responses also tell us that health is clearly an

important—almost dramatic—factor in Participant

As life, whereas economic considerations prevail in

Participant B's thinking. Finally, there is a sense that

Participant C is somewhat self-preoccupied and

slightly socially isolated. It is likely that these dif-

ferences—although not having an immediate

impact on whether or not to see a doctor—ulti-

mately translate into behavior relevant to the

researcher's question (e.g., in terms of their expecta-

tions of the doctor or compliance with a prescribed

treatment).

Of course, ad hoc impressions always run the

risk of being subjective. A text analysis program

such as Linguistic Inquiry and Word Count (LIWC;

Pennebaker, Francis, & Booth, 2001) can paint a

more objective picture. LIWC calculates the per-

centage of words that falls into a number of gram-

matical (e.g., pronouns, articles, prepositions) and

psychological (e.g., words indicating emotional,

cognitive, or social processes) categories. As

shown in Table 11.1, LIWC analyses of the three

essays generally support our intuitions: Partici-

pant C indeed used fewer emotion words than

Participants A and B, and the considerably lower

rate of social words and the frequent use of first-

person-singular self-references (I, me, my) sup-

port our hunch that Participant C is less socially

integrated and more self-absorbed than the other

two students.

The LIWC analyses, however, reveal more than

meets the eye: Participant A has a tendency to use

long words (a marker of cognitive complexity); Par-

ticipant B uses articles at a high rate (a marker of a

concrete thinking); Participant C's writings con-

tained a large number of cognitive words (a marker

of mental processing). The three also differ in other

important ways, such as their orientations to time

(Participant A, B, and C: future, present, and past

tense, respectively). Thus, a simple word count

analysis provides insights into the participants' psy-

chological worlds that go far beyond what multiple-

choice questionnaires typically capture.
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Linguistic Inquiry and Word Count (LIWC) Analysis of Three Participants' Answers

to the Question, "How Would You React If You Woke Up with a Series of Physical

Symptoms?"

LIWC Variable

Total word count
Words of more than six letters
First-person-singular pronouns
Articles
Prepositions
Emotion words

Positive emotion words
Negative emotion words

Cognitive mechanisms
Social processes
Past-tense words
Present-tense words
Future-tense words
School-related words
Money-related words

Participant A

100.0

25.0

9.0

5.0

15.0

5.0

2.0

3.0

10.0

9.0

0.0

6.0

4.0

2.0

0.0

Participant B

89.0

12.4

11.2

10.1

7.9

1.1

0.0

1.1

16.9

10.1

1.1

14.6

3.4

1.1

4.5

Participant C

116.0

10.3

15.5

3.5

16.4

3.5

0.0

3.5

21.2

4.3

5.2

10.3

0.9

0.0

0.0

Note. All LIWC variables except total word count are expressed in percentages of total words.

TEXT ANALYSIS AS A SCIENTIFIC

METHOD: HISTORICAL OVERVIEW AND

CONCEPTUAL FOUNDATION

As a scientific method, text analysis is still young. It

experienced its first surge during World War II,

when Allied governments launched a series of large-

scale projects to analyze the content of Nazi propa-

ganda (Krippendorff, 1980). Stimulated by Murray's

(1938) work on the Thematic Apperception Test

(TAT), the first postwar decade in psychology was

characterized by an avalanche of studies on the

assessment of implicit motives via thematic content

analysis (Smith, 1992). The advent of mainframe

computers in the early 1960s revolutionized the

field. Stone and his colleagues at Harvard Univer-

sity developed the first computerized text analysis

program: the General Inquirer (Stone, Dunphy,

Smith, & Ogilvie, 1966).

Since the 1970s, scientific text analysis has been

shaped by two other technological advancements:

the diffusion of personal computers with exponen-

tially growing processor speeds and the rapidly

increasing digitalization of data—through the Inter-

net and progress in optical character and voice

recognition (West, 2001). Computers have become

increasingly sophisticated word search engines and,

most recently, have been used for extracting seman-

tic and grammatical relationships among words

(Foltz, Kintsch, & Landauer, 1998; Roberts, 1997).

Defining Text Analysis
Not surprisingly, there has been disagreement on

how to define text analysis. Shapiro and Markoff

(1997) suggest the following minimal definition:

Text analysis is "any systematic reduction of a flow

of text (or other symbols) to a standard set of statis-

tically manipulable symbols representing the pres-

ence, the intensity, or the frequency of some

characteristics relevant to social science" (p. 14).

This definition includes both qualitative (Riessman,

1993; Shiffrin, 1994) and quantitative approaches.

In accord with the notion of measurement in this

handbook, this chapter focuses exclusively on

quantitative text analysis applications.
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Classification of Quantitative Text
Analysis Approaches
Quantitative text analysis approaches vary along a

variety of different dimensions (Popping, 2000;

Robins, 1997; Smith, 1992). The following section

introduces four conceptual distinctions that provide

a framework for organizing the existing approaches

in psychology.

Aim: representational versus instrumental. On the

broadest level, text analysis methods differ with

regard to whether they are representational or

instrumental in aim (Popping, 2000; Roberts, 1997).

The role of the receiver in normal communication is

to decode as accurately as possible the intended

meaning of a message. This is what representational

text analysis seeks to achieve. Its goal is to develop a

representation of the sender's original intention of a

message. In doing so, representational analysis is

interested in the manifest content of a text.

Instrumental analyses focus mainly on latent

content. Independent of the author's intention, a

message is analyzed for occurrences of a set of

themes (e.g., hostility, anxiety, need for power). The

linguistic analysis at the beginning of the chapter,

for instance, was instrumental because—rather than

representing what the students intended to say—it

focused on selected psychological aspects of lan-

guage use (e.g., words hinting at emotional and

social functioning).

So far, most existing text analysis applications in

psychology have been instrumental. Compared to

other sciences, psychology is highly deductive in its

research. Instrumental analyses allow the specifica-

tion of linguistic variables as the operationalizations

of theoretical constructs and thus facilitate hypoth-

esis testing. Also, psychology has a history of going

beyond manifest content by reading between the

lines to unravel the "unspoken" yet psychologically

existing meaning—a task that only instrumental

analyses accomplish. Finally, instrumental analyses

can be performed on any desktop computer; a rep-

resentational analysis' mimicking of natural syntax

is computationally intensive and generally requires

specialized machines (as well as users).

Approach: thematic versus semantic. The second

conceptual distinction concerns the extent to

which text analysis exclusively identifies themes

or also models the relationships among them

(Popping, 2000; Roberts, 1997). Until the 1980s,

virtually all text analysis was thematic in nature.

Thematic text analysis maps the occurrence of a set

of concepts in a text and thus can technically be

solved by counting the frequency of particular tar-

get words or phrases.

Semantic text analysis seeks to extract informa-

tion on the conversational meaning of a theme. For

example, it can be crucial to know not only that the

theme "killing" is mentioned in a text but also

whether it occurred in the context of "self or

"other people." Semantic text analysis solves this

problem by specifying the concrete nature of rela-

tions among themes. Hence, the level of analysis in

the semantic approach is typically the clause.

Semantic text analysis first specifies a semantic

grammar, a subject-verb-object (S-V-O) template,

in which the concepts of interest are arranged like

pull-down menus (e.g., [I/we] or [he/she/they] or

[an object]; [S]-killed [V]-the dog [O]). It then

determines the frequency with which certain con-

cept constellations occur. In the example at the

beginning of the chapter, semantic analysis could,

for example, determine how often students call

their mother and go to the doctor on her recom-

mendation—as compared to the mother calling the

student or the student calling the mother after

returning from the doctor.

Recently, a new development in the field, latent

semantic analysis (LSA), has received an increasing

amount of attention (Folz et al., 1998; Landauer &

Dumais, 1997). Compared to traditional semantic

approaches where an investigator defines the con-

text in a "top-down" manner, LSA constitutes a

"bottom-up" approach, where information about

the semantic similarity of words is extracted by ana-

lyzing their usage across a large body of texts.

Because of its flexibility, computational power, and

conceptual similarity to human cognition, it is a

tool with great potential for the area of psychology

(Campbell 6s Pennebaker, 2003).
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In allowing the identification of themes and the

relations that exist among them, semantic text

analysis provides an additional degree of freedom.

For evaluating its overall effectiveness, however, it

is important to keep in mind that the meaning of a

sentence is rarely revealed in its surface grammar. A

powerful semantic analysis thus would need to

identify the underlying deep structure—a task that

is yet impossible to delegate entirely to a computer.

Consequently, most semantic text analysis relies on

human coders to parse large amounts of texts (Pop-

ping, 2000).

Bandwidth: broad versus specific. Text analysis

approaches also differ in their bandwidth (Pen-

nebaker et al, 2003). Some approaches focus on

less than a handful of specific linguistic variables.

Mergenthaler (1996), for example, analyzes therapy

protocols exclusively for a client's use of emotion

words and cognitive words and ignores other poten-

tially relevant information, such as the content of

the therapy session or a client's linguistic style.

Other approaches intend to provide a broad linguis-

tic profile of a text. LIWC, the text analysis pro-

gram from our initial example, for instance,

measures up to 82 grammatical and psychological

language parameters.

Although specific approaches tend to have a

stronger theoretical background, broad approaches

usually are more inductive and phenomenon ori-

ented. Researchers who find a text analysis program

that captures exactly what they are interested in

might prefer it to an "all-rounder" type of software

because of its supposed better power. However, in

those cases where a compromise needs to be made

between what one is interested in and what is "out

there," applications with broader bandwidth offer

more flexibility.

Focus: content versus style. The fourth distinction

concerns the "what" versus "how" in text analysis

(Groom & Pennebaker, 2002). Conceptually, it

dates back to Airport's (1961) distinction between

adaptive and stylistic aspects of behavior. Whereas

the adaptive components of a behavior are intended

and purposeful in a given context (e.g., initiating a

conversation), its stylistic aspects are mostly unin-

tended, automatic, and serve expressive rather than

instrumental functions (e.g., nervous gestures while

initiating the conversation). Applied to verbal

behavior, this distinction captures the difference

between why a person is saying something, that is,

the content of a statement (e.g., "When does the

next number 5 bus pass by?"), and how the person

is saying it (e.g., "Excuse me, would you possibly

know when the next number 5 bus is supposed to

pass by here, please?"). Looking "behind" a mes-

sage for verbal mannerisms (Weintraub, 1981) or

linguistic styles (Pennebaker & King, 1999) reveals

more subtle aspects of a communication.

Historically, both strategies have been successful

in psychology (Pennebaker et al., 2003; Smith,

1992). What makes stylistic language analyses par-

ticularly intriguing is that humans naturally attend

to what people are saying or writing. It is cognitively

quite demanding to tune out the meaning of a mes-

sage for the sake of attending to particularities in

word choice (cf. Hart, 2001). Consequently, for

human judges linguistic styles are hard to detect and

thus constitute the perfect target for computerized

word count programs that are blind to meaning.

Summary. Conceptually, text analysis applications

can be organized according to whether they are rep-

resentational or instrumental in their aim, thematic

or semantic in their approach, broad or specific in

bandwidth, and focused on language content or

style. Although these distinctions may not always

be clear in practice, they offer a heuristic frame-

work for deciding which text analysis strategy to

use for a certain kind of research question. The fol-

lowing section provides a more concrete picture of

how text analysis has been applied in psychology.

QUANTITATIVE TEXT ANALYSIS

APPROACHES IN PSYCHOLOGICAL

RESEARCH

This section reviews nine quantitative text analysis

approaches that have been highly influential in psy-

chology. The approaches were selected to be reason-

ably representative of the spectrum of existing text
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analysis strategies. More comprehensive reviews can

be found in Popping (2000), Roberts (1997), Smith

(1992), and Pennebaker et al. (2003). For each

method, the historical and theoretical background

is provided along with a description of how text

samples are analyzed. Finally, each approach is

located within the four-dimensional conceptual

framework introduced in the previous section.

Table 11.2 provides an overview of the depicted

approaches. The approaches are presented roughly

in order of historical development.

Thematic Content Analysis
Thematic content analysis is used here as a sum-

mary label for a number of approaches that have

been developed in the context of motivational psy-

chology (Smith, 1992). Generally, these approaches

have human judges identify critical thematic refer-

ences in a text. Ratings are made either each time a

theme occurs or as global ratings reflecting the

prevalence of a theme across an entire text. In

either case, the analyses are based on standardized

coding systems that define a psychological con-

struct by specifying rules for when a certain theme

is and is not considered indicative of the construct.

Judges undergo extensive training until a prede-

fined degree of agreement is obtained. Smith's

(1992) Motivation and Personality: Handbook of The-

matic Content Analysis contains detailed descrip-

tions of 14 different coding systems. The following

section highlights three conceptually distinct

approaches that have been extensively applied in

psychology.

Scoring motive imagery from TAT protocols. Mur-

ray's (1938) work on the TAT has had a profound

effect on researchers interested in implicit aspects of

human motivation. In a typical study, participants

write brief stories about ambiguous black-and-white

pictures. The essays are then scored for the pres-

ence of motive-relevant themes in participants'

imagery. Whereas the original work by McClelland

and Atkinson (1948) focused on how an aroused

hunger motive surfaces in TAT fantasies, the main

body of research has evolved around a small num-

ber of social motives. Various scoring systems are

available for the need for achievement, the need for

power, the need for affiliation, and the need for inti-

macy (for details, see Smith, 1992).

Recently, Winter (1994) integrated the different

existing scoring systems into a unified manual that

allows the simultaneous coding of achievement,

power, and affiliation/intimacy imagery. According

to this system, themes including improvement con-

cerns such as "she wanted to find a better solution"

are considered achievement imagery, whereas

attempts to influence others (e.g., "he tried to con-

vince him of the importance of this project") or ref-

erences to status (e.g., "he impressed his friends

with his new sports car") are interpreted as expres-

sions of a need for power. Affiliation and intimacy

themes are merged into one category and include

both statements about friendships ("the two college

friends were glad to see each other again") and inti-

mate relationships ("they were young and in love").

A motive score is calculated by adding imagery

scores across all stories and correcting for verbal

productivity. More than 50 years after its develop-

ment, TAT-based need assessment has recently

experienced a surge in scientific attention

(Schultheiss & Brunstein, 2001; Tuerlinckx, De

Boeck, & Lens, 2002; Winter, John, Stewart,

Klohnen, & Duncan, 1998).

Content Analysis of Verbatim Explanations. Peter-

son and Seligman developed Content Analysis of

Verbatim Explanations (CAVE; Peterson, 1992) as a

text analysis technique to complement question-

naire-based assessments of causal attributions.

CAVE allows the scoring of any text document for

the author's explanatory style.

The CAVE procedure involves two steps. First,

all causal explanations in a text are identified.

Trained scorers then rate each explanation on three

dimensions (internality, stability, globality).

Whereas "I can't go to the wedding because I have

to go to a conference" is rated as not at all stable, "I

didn't get the job because I am a woman" reflects a

highly stable attribution. Similarly, "I did well on

the paper because the assignment was easy" is con-

sidered highly external, whereas "I didn't get the job

because 1 am too young" refers to a highly internal
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cause (Peterson, Schulman, Castellon, & Seligman,

1992). Intensive coding training is offered.

The CAVE technique has been applied to a wide

variety of text sources, including therapy protocols,

newspaper articles, presidential addresses, personal

letters, and TAT protocols. People's explanatory

styles have been successfully linked to optimism,

depression, and health behaviors (Peterson, 1992).

The strength of the CAVE analysis lies in its theo-

retical foundation, its broad applicability, and its

real-world relevance (Peterson, 1992).

Content analysis of conceptual/integrative com-

plexity. Suedfeld, Tetlock, and their colleagues

have developed a text analysis system to assess a

person's information processing and decision mak-

ing. Conceptual/integrative complexity (1C) meas-

ures the degree of differentiation and integration

achieved in describing a phenomenon (Suedfeld,

Tetlock, & Streufert, 1992).

Originally the Sentence/Paragraph Completion

Test (S/PCT) was used as a source for assessing 1C.

In the S/PCT participants write open-ended

answers to a series of sentence stems, such as

"When I am criticized . . .," "When I don't know

what to do . . .," or "When a friend acts differ-

ently. . . . " Each answer is then rated on a 7-point

scale ranging from 1 (no evidence of either differenti-

ation or integration) to 7 (high differentiation and

high integration). In general, a high degree of differ-

entiation is achieved when a phenomenon is

acknowledged as having multiple causes and

dimensions. Integration is obtained when intercon-

nections are made between the acknowledged

dimensions (Baker-Brown et al., 1992). 1C scores

are positively correlated with the total number of

words in a text, the average sentence length, and

the number of words with more than three sylla-

bles (Coren & Suedfeld, 1990).

Because the rating process involves subtle seman-

tic inferences about the author's intention, intensive

coder training is required (Suedfeld et al., 1992).

More recently, 1C analysis has been extended to the

study of archival material. 1C has been linked to a

variety of social psychological topics such as attitude

change, attribution, problem solving, and interper-

sonal communication (Suedfeld et al., 1992).

Summary and evaluation. Three influential the-

matic content analysis approaches have been

reviewed. Several other coding systems are available

but could not be included here (e.g., personal cau-

sation, deCharms, 1968; uncertainty orientation,

Sorrentino, Roney, & Hanna, 1992; object related-

ness, Rosenberg, Blatt, Oxman, McHugo, & Ford,

1994; for a more exhaustive review, see Smith,

1992). With regard to the four-dimensional concep-

tual framework, thematic content analysis is instru-

mental in its aim and thematic in its approach. It

focuses either on verbal content (e.g., 1C) or style

(e.g., CAVE) and typically is specific in bandwidth.

The fact that thematic content analysis involves

human judges who make inferences about the

meaning of a statement is typically considered a

threat to its reliability. Generally, however, when

quality standards such as appropriate test adminis-

tration, careful judge training, and duplicate scoring

of materials are met, good reliabilities are achieved

(Schultheiss & Brunstein, 2001; Smith, 1992).

The main weakness of thematic content analysis

lies in the time that judges spend coding verbal

material. It has become increasingly attractive to

replace moderately reliable and expensive human

judges by perfectly reliable and cost-effective com-

puter coders (cf. Hogenraad, 2003). Shapiro (1997)

pointed to a weakness in this argument: Computer-

based systems typically consist of two components,

a processing device with the text analysis routine

(e.g., the word count algorithm) and a dictionary

with the linguistic information (e.g., lists of emo-

tion- or achievement-related words). Whereas the

processing device is 100% reliable, the deeper prob-

lem lies in the fact that coding ambiguity is shifted

from the coding procedure to the construction of a

comprehensive dictionary. Still, beyond their

incomparable efficiency, computer codings also

have the advantage of facilitating cross-study and

cross-laboratory comparisons of findings.

The General Inquirer

In the early 1960s, Stone and his colleagues devel-

oped the "mother" of computerized text analysis, the

General Inquirer (Stone et al., 1966). The General

Inquirer is a compilation of a set of word count rou-

tines. It was designed as a multipurpose text analysis
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tool strongly influenced by both need-based and

psychoanalytic traditions. Historically, three diction-

aries, the Harvard III Psychosociological Dictionary,

the Stanford Political Dictionary, and the Need-

Achievement Dictionary have been applied the most

with the General Inquirer. The Need-Achievement

Dictionary was created to automate the judge-based

scoring of TAT achievement imagery.

More important, the General Inquirer goes

beyond counting words. In a two-step process, it

first identifies so-called homographs (ambiguous

words that have context-dependent meaning). It

then applies a series of preprogrammed disambigua-

tion rules aimed at clarifying their meanings in the

text. For example, human judges score the state-

ment "He is determined to win" as achievement

imagery. The General Inquirer identifies the word

determined as an ambiguous NEED word and win as

an ambiguous COMPETE word (because they both

can have nonachievement-related meaning) and

codes a statement as achievement imagery only if

both aspects are present and occur in the NEED-

COMPETE order.

The General Inquirer is unique in its flexibility.

It can be used to study virtually any topic of inter-

est by creating user-defined dictionaries (e.g., Semin

& Fiedler, 1988, 1991). Its most critical advantage,

the power to perform context-dependent word

counts, is also its most serious pragmatic drawback.

The construction of a custom dictionary with the

specification of disambiguation rules is time con-

suming and, in many cases, not well suited to the

many ambiguous ways words are used. Neverthe-

less, the General Inquirer continues to shape the

field of computerized text analysis. A third-genera-

tion version is now available for desktop computers

as well as Internet usage. As shown in Table 11.2,

the General Inquirer is instrumental in its aim and

thematic in its approach. Its bandwidth and focus

depend on the actual dictionary in use; the Need-

Achievement dictionary, for example, is specific and

content focused.

Gottschalk-Gleser Method of Content

Analysis

Also in the 1960s, Gottschalk and his colleagues

started developing what became known as the

Gottschalk-Gleser Method of content analysis

(Gottschalk, 1995). The Gottschalk-Gleser Method

involves participants giving a 5-minute speech on a

personal life experience. The verbatim transcripts

are then submitted to a content analysis.

Several scales tapping into what Gottschalk calls

"psychobiological dimensions" have been devel-

oped and validated. Most of the scales are derived

from a psychoanalytic framework and are designed

to diagnose clinical phenomena (Gottschalk, Stein,

& Shapiro, 1997). Schizophrenic tendencies, for

example, are meant to be revealed by the Social

Alienation and Personal Disorganization Scale.

Other scales diagnose depression, hostility, and cog-

nitive impairment. Each scale consists of a number

of subcategories that list the themes to be scored

along with the respective scoring weights. The Anx-

iety Scale, for example, comprises death anxiety,

castration anxiety, separation anxiety, guilt anxiety,

and shame anxiety. Whenever one of these themes

is mentioned, a weight is assigned according to the

degree of (psychodynamic) association with the self

(e.g., self: "I was scared I could die," +3 vs. other

people: "He was scared he could die," +2 vs.

objects: "The dog was scared it could die," +1).

The Gottschalk-Gleser Method relied originally

on human judges. Recently, however, Gottschalk and

Bechtel (1989, 1995) have introduced a computer-

ized version. The computerized method is one of the

few existing semantic text analysis tools in psychol-

ogy (Popping, 2000). It uses a semantic grammar

consisting of S-V-O templates to identify the action

of the sentence (e.g., "to die") as well as the agent

(e.g., "I" vs. "he") and—if applicable—the object.

The Gottschalk-Gleser approach is specific in that it

concentrates on selected clinical phenomena and

focuses on the content of a person's statement.

Analysis of Artistic Change: Martindale's

Regressive Imagery Dictionary

To identify regularities underlying changes in artis-

tic work over time, Martindale (1990) developed a

word count program that is based on the Regressive

Imagery Dictionary. Martindale's (1990) theorizing

starts from the observation that artistic work shows

a steady increase in complexity over time. He

explains this increase by drawing on two funda-
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mental psychological processes: humans' preference

for medium levels of arousal (and hence moderately

complex sensory input) and the physiological

mechanism of stimulus habituation (leading to

changes in what is considered moderately com-

plex). Grounded in psychodynamic thinking, he

plotted how two major linguistic dimensions in lit-

erature, primordial (i.e., primary process) and con-

ceptual (i.e., secondary process) cognition, have

changed over the decades.

Martindale's Regressive Imagery Dictionary has

been translated into several languages (e.g., French,

German, and Portuguese). The English version is

composed of about 3,200 words and word stems

that fall into 29 categories of primary process cog-

nition (e.g., regressive cognition, Icarian imagery),

7 categories of secondary process cognition (e.g.,

abstraction, social behavior), and 7 emotion cate-

gories (e.g., positive affect, anxiety).

Over the last 30 years, Martindale (1990) has

accumulated an impressive body of studies that

identify linguistic indicators of an aesthetic evolu-

tion. Unfortunately, his work has not enjoyed wide-

spread attention in mainstream psychology (cf.

Bestgen, 1994; Hogenraad, McKenzie, Morval, &

Ducharme, 1995). As depicted in Table 11.2, Mar-

tindale's text analysis approach is instrumental in

aim, thematic in approach, and broad in bandwidth.

It focuses on the content of literature from a psy-

chodynamic perspective.

Weintraub's Analysis of Verbal Behavior
Weintraub's (1981, 1989) work on verbal mannerisms

was inspired by the clinical observation that individu-

als speaking under stress often reveal important infor-

mation about their psychological adjustment. Drawing

on his medical training and practice, Weintraub

argued that psychological defense mechanisms mani-

fest themselves in speech patterns obtained under

mildly stressful conditions. He assessed these defense

mechanisms from the language that participants spon-

taneously use when they talk for 10 minutes about a

personal topic (Weintraub, 1981).

Unlike most other word count approaches,

Weintraub's linguistic analysis is performed by

naive judges who "can score . . . [the transcripts]

without extensive knowledge of lexical meaning"

(Weintraub, 1989, p. 11). The linguistic parameters

that he is interested in are largely intuitively derived

and drawn from his clinical experiences. Wein-

traub's most recent work has focused on 15 linguis-

tic dimensions, including three pronoun categories

(I, we, me), negatives (e.g., not, no, never), quali-

fiers (kind of, what you might call), expressions of

feelings (e.g., I love, we were disgusted), and adver-

bial intensifiers (really, so).

Weintraub has explored verbal behavior in mul-

tiple ways. In addition to his main interest, the lan-

guage of psychopathology, he also analyzed the

Watergate transcripts, characterized speaking styles

of post-World War II U.S. presidents, identified lin-

guistic correlates of intimacy, and related language

use to personality. Weintraub's analyses are instru-

mental in aim, are thematic in approach, capture a

broad spectrum of language use, and are stylistic in

focus (see Table 11.2).

Analyzing Emotion-Abstraction Patterns:

TAS/C
Mergenthaler and his research group use text analysis

to characterize key moments in psychotherapy ses-

sions. They developed a computer program called

TAS/C that focuses on two language dimensions—

emotional tone and abstraction. According to Mer-

genthaler's theory, emotion-abstraction patterns occur

periodically in psychotherapy sessions with insight

processes (abstraction) following emotional events

(emotion) with a time lag (Mergenthaler, 1996).

For the analysis of emotional tone, defined as

the density (rather than the valence) of emotion

words, a dictionary with more than 2,000 entries

was developed. The final list of emotion words

comprises three dimensions (pleasure, approval,

and attachment) and captures roughly 5% of the

words of a text (Mergenthaler, 1996). Abstraction is

defined as the number of abstract nouns in a text.

Abstract nouns are identified via suffixes such as

-ity, -ness, -ment, -ing, or -ion. The abstraction dic-

tionary includes 3,900 entries and captures about

4% of the words of a text.

TAS/C analysis of emotion-abstraction patterns

has been applied to verbatim therapy protocols

(Mergenthaler, 1996) and attachment interviews
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(Buchheim & Mergenthaler, 2000). More recently,

TAS/C has been extended to include a measure of

referential activity. Referential activity refers to the

ability to verbalize nonverbal experiences and is

characterized in speech by concreteness, specificity,

clarity, and imagery (Mergenthaler & Bucci, 1999).

The TAS/C approach is instrumental in its aim, is

thematic in its approach, and concentrates on two

specific stylistic aspects of language use in psy-

chotherapeutic settings.

Analyzing Verbal Tone With DICTION
Hart (1984, 2000) is interested in word choice in

political communication. Over the last two decades

he has developed a computerized word count pro-

gram called DICTION (Hart, 2001). DICTION is

designed to reveal the verbal tone of political state-

ments by characterizing text on five statistically

independent master variables: activity, optimism,

certainty, realism, and commonality. The rationale

behind these master variables is that "if only five

questions could be asked of a given passage, these

five would provide the most robust understanding"

(Hart, 2001, p. 45). The five master variables are

composed of 35 linguistic subfeatures (e.g., opti-

mism is composed of the subfeatures praise, satis-

faction, inspiration, blame, hardship, denial).

DICTION relies on 10,000 search words that are

assigned to the categories without overlap. The out-

put is either a profile of absolute values or norm

scores that is based on 20,000 samples of verbal

discourse. Special features of DICTION are the abil-

ity to learn, that is, to update its database with

every processed text, and a statistical weighting

procedure for homographs. DICTION has been

used to analyze presidential and campaign

speeches, political advertising, public debates, and

media coverage. It is instrumental in aim, is the-

matic in the approach, captures language at a broad

level, and focuses on stylistic aspects of texts.

Linguistic Inquiry and Word Count

Linguistic Inquiry and Word Count (LIWC; Pen-

nebaker et al., 2001) was originally developed in the

context of Pennebaker's work on emotional writing.

It was designed to reveal aspects of writing about

negative life experiences that predict subsequent

health improvements (Pennebaker & Francis, 1996;

Pennebaker, Mayne, & Francis, 1997). More recently

LIWC has been used to analyze language use in a

wide variety of text sources including literature, per-

sonal narratives, press conferences, and transcripts of

everyday conversations (Pennebaker et al., 2003).

LIWC searches for over 2,300 words or word

stems within any given text file. Independent

judges previously categorized the search words into

82 language dimensions. These dimensions include

standard linguistic categories (e.g., articles, preposi-

tions, pronouns), psychological processes (e.g., pos-

itive and negative emotion words, words referring

to cognitive or social processes), relativity-related

words (e.g., time, motion, space), and traditional

content dimensions (e.g., sex, death, job). Most

LIWC dimensions are hierarchically organized; for

example, the word cried falls into the four cate-

gories of sadness, negative emotion, overall affect,

and past-tense verb. The program also offers the

option to create user-defined categories.

Although some LIWC dimensions are based on

specific psychological theories (e.g., inhibition

words, discrepancy words), most categories extract

information at a basic grammatical (e.g., pronouns,

articles, prepositions) and psychological level (e.g.,

emotion words). LIWC is instrumental in its aim and

thematic in its approach. It captures broad aspects of

language use. Currently, LIWC has been found to be

most effective in tracking stylistic aspects of language

use. However, with its traditional content categories,

it also allows for a basic analysis of text content (e.g.,

achievement, religion, sexuality). Recently, Spanish,

German, and Italian versions of the LIWC dictionary

have been developed and tested for equivalence to

the original English version. LIWC has been applied

to a wide spectrum of research questions in social,

personality, and clinical psychology, including coping

with trauma, depression, suicidality, gender differ-

ences, personality expression, and aging (Groom &

Pennebaker, 2002; Pennebaker et al., 2003).

Extracting Word Patterns: Latent Semantic

Analysis
Latent Semantic Analysis (LSA; Foltz et al., 1998;

Landauer & Dumais, 1997; Landauer, Foltz, &
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Laham, 1998) is a semantic text analysis strategy

and concerned with the use of words in their con-

text. Compared to most existing semantic text

analysis programs, however, LSA does not adopt the

top-down strategy of specifying a semantic gram-

mar and looking at the occurrence of S-V-O constel-

lations. Instead—in a bottom-up manner—it distills

information about the semantic similarity of words

by analyzing their usage across a large body of text.

Applying singular value decomposition, a math-

ematical data reduction technique akin to factor

analysis, LSA creates a multidimensional semantic

space that allows one to calculate the similarity

between any two words used in a given body of text

by comparing their coordinates in the semantic

space. If, for example, the words patient and physi-

cian consistently co-occur in a sentence across a

large amount of text, LSA assigns them similar fac-

tor weights. Ignoring syntactical information, LSA

infers similarity in meaning from patterns of word

co-occurrences. LSA was initially developed as a

search engine with a focus on words that carry con-

tent (i.e., nouns, verbs, adjectives). This has lead to

its application as a tool to measure textual coher-

ence (e.g., Foltz et al., 1998) and to provide com-

puterized tutoring (e.g., Graesser et al., 1999).

More recently, LSA has been adapted to analyze

textual style. For this, LSA ignores low-frequency

content words and focuses on high-frequency

words that have minimal semantic function (i.e.,

pronouns, articles, prepositions). In a reanalysis of

three studies on the salutary effects of emotional

writing, Campbell and Pennebaker (2003) linked

an LSA measure of similarity in people's essays

across 3 days of writing to their subsequent health.

They found that similarity in the use of common

words, especially personal pronouns, was negatively

related to health benefits. This study underscores

that LSA is not an esoteric tool for cognitive scien-

tists, but can offer a fresh perspective on persistent

problems in social psychology.

Clearly, LSAs word pattern analysis has limita-

tions (Perfetti, 1998). Its inability to consider syn-

tactic structure or to make use of acquired word

knowledge certainly distinguishes it from human

coders. However, Landauer et al. (1998) argued that

"one might consider LSAs maximal knowledge of

the world to be analogous to a well-read nun's

knowledge of sex, a level of knowledge often

deemed a sufficient basis for advising the young"

(p. 261). LSA is representational in its aim and

semantic in the approach. As explained earlier, it

can focus on low-frequency words that carry con-

tent or on high-frequency words that convey lin-

guistic style.

Summary and Evaluation
This section reviewed nine influential text analysis

strategies in psychology. The selected approaches

span a broad spectrum of methodological and theoret-

ical orientations. How should a researcher decide

which one to use? The most immediate question is

whether the options are restricted to computerized

solutions or whether the burden of manual coding

appears tolerable (Smith, 1992; Weintraub, 1981).

Another question concerns what kind of analysis a

researcher is interested in. The four-dimensional

framework was introduced to help with this question.

Over and beyond this, however, other character-

istics of the programs also help determine the most

appropriate solution for a given research project.

Several of the reviewed approaches emerge from

psychodynamic theorizing. For researchers whose

interest lies in this area, the solutions offered by

Gottschalk (1995), Martindale (1990), Weintraub

(1981), or Mergenthaler (1996) are good choices—

with the Gottschalk-Gleser Method having the

strongest clinical focus, Martindale's Regressive

Imagery Dictionary being particularly useful for the

analysis of literature, and Mergenthaler's TAS/C

being the ideal tool for the analysis of therapy pro-

tocols. DICTION (Hart, 1984) assesses psychologi-

cal variables at a comparatively abstract level

and—because of its background in communication

research—seems most useful for the study of politi-

cal communication and persuasion. For researchers

interested in basic grammatical text features (e.g.,

pronouns, articles, prepositions) or low-level psy-

chological constructs (e.g., emotional, cognitive, or

social processes), LIWC (Pennebaker et al., 2001)

offers an extensively validated solution. The Gen-

eral Inquirer (Stone et al., 1966) also captures a

wide variety of psychological parameters and, in its
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most recent version, includes an operationalization

of Semin and Fiedler's (1988, 1991) Linguistic Cat-

egory Model. Finally, LSA (Landauer et al., 1998) is

a powerful text analysis tool that is not word count

based and has applications in modeling cognitive

processes such as knowledge representation, coher-

ence, and perspective taking.

QUANTITATIVE TEXT ANALYSIS: A

METHOD REFLECTION

The final section of this chapter steps back and

reflects more broadly on the potentials and pitfalls

of text analysis as a scientific method. The discus-

sion revolves around three major questions: The

first question asks what makes text analysis an

attractive method for psychology. The second ques-

tion looks at text analysis from a measurement per-

spective and asks to what extent is verbal data

psychometrically good data. The third question is

fueled by the apparent paradox that on the one

hand, the vast majority of existing text analysis pro-

grams are word count based but that, on the other

hand, simple word count solutions often appear

overly simplistic and fraught with problems. How

far can we go with simply counting words?

What Makes Text Analysis an Attractive
Method for Psychology?
From the time we get up in the morning—listening

to the radio or reading the newspaper—until we go

to bed—watching TV or reading a book—we are

surrounded by words. Every day we have dozens of

conversations, make numerous phone calls, write

and receive an increasing number of e-mails, surf

the Internet, and chat in chat rooms. As teachers we

assign writing assignments and grade essays. As

researchers we use language to communicate with

our participants; we collect responses to open-

ended questionnaires, conduct interviews, video-

tape discussions, and record conversations. It is

overwhelming how our daily lives are saturated

with words. Thus, it is surprising how little psy-

chologists have used language as a source of data.

With the advent of the Internet, various new

opportunities for studying linguistic phenomena

have opened up. Without running a single partici-

pant, researchers can now collect large amounts of

text from personal Web pages, chat room conversa-

tions, message board entries, and e-mails (e.g.,

Cohn, Mehl, & Pennebaker, in press). Also, all

major newspapers, magazines, periodicals, and

journals are now available online and maintain

comprehensive electronic archives. Important state-

ments of public figures such as presidential

addresses or press conferences are usually available

soon after they occur—often already in transcribed

form. Virtually any song's lyrics and even entire

movie scripts can be downloaded from the Web. In

short, text analysis researchers never experience a

data shortage.

However, there is more to text analysis than the

opportunity to draw on easily available data. As a

method for analyzing archival data it offers another

critical advantage (Lee & Peterson, 1997; Simonton,

2003; Winter, 1992). The data collection is less con-

strained than in most other methods. Survey studies

yield scaled answers on a limited set of items—

selected by the investigator on conceptual grounds

prior to the onset of the study. Questionnaires work

by a "what you ask is what you get" principle. No

further information can be obtained once the data

are collected. Open-ended questions, essays, or

other verbal productions are different; they allow

researchers to go back to the data and explore

aspects that one had not originally considered.

Going back to our initial example about stu-

dents' motivation to seek out a doctor, for instance,

one might later become interested in whether self-

focused attention operationalized as the use of

first-person singular ("1") could predict who goes

to the doctor. The data is also available for unre-

lated research questions such as sex differences in

language use (Groom, Stone, Newman, & Pen-

nebaker, 2004). It is even possible for other

researchers now or in the future to analyze the data

using their own text analysis approach and inter-

pretative framework. The analysis of verbal mate-

rial provides a flexibility that is hard to obtain with

other methods.

So far, the vast majority of text analysis

researchers have relied on a single type of text

source. From a multimethod perspective, for a

more elaborate understanding of how people use
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language it is necessary to start comparing lan-

guage effects across text sources, genres, or con-

texts. For example, are there systematic differences

in the way humans express themselves in written

as compared to spoken language (Biber, 1988;

Mehl & Pennebaker, 2003; Weintraub, 1981)? Or is

language use in e-mails more similar to how people

actually talk or write letters (Baron, 1998)? Identi-

fying the degree of linguistic convergence and

uniqueness across different language sources is an

important area for future research (Pennebaker

et al., 2003).

Is Verbal Data Psychometrically Good Data?

There might be many good reasons to use text data

for psychological research. From a measurement

perspective, one of the most important questions

concerns the extent to which verbal data is psycho-

metrically good data. Unfortunately, it is common

for text analysis researchers, after developing a new

method, to proceed to its application without estab-

lishing its psychometric properties. Thorough con-

struct validation in the area of text analysis is yet

rare. However, at least two notable exemptions to

this rule deserve to be mentioned. A large body of

research has established the validity of TAT-based

motive measures. From this it has become clear that

implicit motives (a) can be reliably assessed with

the TAT (Lundy, 1988; Smith, 1992; Tuerlinckx et

al., 2002; Winter & Stewart, 1977), (b) are distinct

from self-reported motives and traits (King, 1995;

Schultheiss & Brunstein, 2001), and (c) uniquely

predict types of behavior (McClelland, Koestner, &

Weinberger, 1989; Winter et al., 1998).

The basic psychometric properties are also com-

paratively well understood for word count-based

measures. Across a series of studies, the words that

people use in their spoken and written language

have emerged as stable over time and across context

(Gleser, Gottschalk, & Watkins, 1959; Mehl & Pen-

nebaker, 2003; Pennebaker & King, 1999; Schnurr,

Rosenberg, & Oxman, 1986). Also, spontaneous

word choice shows reliable and theoretically mean-

ingful associations with demographic variables

(Groom et al., 2004; Pennebaker & Stone, 2003)

and traditional personality measures (Pennebaker et

al., 2003), but also predicts, for example, real-life

health behaviors over and beyond the Big Five

dimensions (Pennebaker & King, 1999).

To summarize, the question to what extent text

analysis yields good data from a measurement per-

spective is important and needs to be answered for

each method separately. So far, at least for TAT-

assessed motives and word count-based measures,

the existing evidence suggests good psychometric

properties. Thorough construct validation that, for

example, establishes aspects of convergent validity

between different text analysis methods (e.g., emo-

tion words across different programs) and between

text analysis methods and other psychological

methods (e.g., self-reported, observed, and linguis-

tic measures of emotions) are needed.

How Far Can We Go With Counting Words?

Given that word count-based measures possess

rather good psychometric properties, how far can we

go with counting words? Frequently researchers

voice their scientific disdain for text analysis pro-

grams that are unable to distinguish between sen-

tences as simple as "the dog bit the man" and "the

man bit the dog" (Hart, 2001, p. 53). Its blindness to

context makes word-count approaches sometimes

appear painfully dumb. Not only are they unable to

pick up irony or sarcasm (e.g., "Thanks a lot,"

accompanied by a roll of the eyes) and metaphoric

language use (e.g., "He had the key to her heart"),

but they also confuse words that have different

meanings in different contexts (e.g., "What he did

made me mad" vs. "I'm mad about the cute person in

my class"). In a discussion of the shortcomings of a

program such as the General Inquirer, Zeldow and

McAdams (1993) went as far as to entirely question

the value of lower-level word counts.

Over the last five decades, however, word-count

approaches have repeatedly demonstrated their

potentials in virtually all domains of psychology

(e.g., Gottschalk, 1995; Hart, 1984; Martindale,

1990; Pennebaker et al., 2003; Stone et al., 1966;

Weintraub, 1981). Often, to test psychological

hypotheses, it is not necessary to specify grammati-

cal relationships between themes; instead, it is suffi-

cient to know that certain themes (co-) occur in a

text. In fact, Hart (2001) even construed thematic

text analysis' blindness toward context as its biggest
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advantage. Because humans so readily understand

the communicative meaning of words, having a

computer that counts themes under full neglect of

their semantic surroundings provides researchers

with information that is largely inaccessible to self-

report or observational methods.

If one accepts that the study of words can be

psychologically meaningful, which words should

researchers focus on? It is interesting that virtually

every text analysis approach has started from the

assumption that emotional states can be detected by

studying the use of emotion words (cf. Bestgen,

1994). The reality is that in daily speech, emotional

writing, and even affect-laden poetry, less than 5%

of the words can be classified as emotional (Mehl &

Pennebaker, 2003; Pennebaker & King, 1999).

From an evolutionary perspective, it is unlikely that

language has evolved as a vehicle to express emo-

tion. Instead, humans use intonation, facial expres-

sion, or other nonverbal cues to convey feelings.

Emotional tone is also expressed through metaphor

and other means not related to emotion words.

Taken together, embarking on emotion words to

study human emotions has not emerged as a partic-

ularly promising strategy (Pennebaker et al., 2003).

Content-based dictionaries are generally com-

prised of word categories that the researcher created

based on more or less empirically supported intu-

itions of what words are indicative of certain themes

(e.g., the word/ootball is indicative of the theme

sport). Hence, content dictionaries always have a

subjective and culture-bound component (Shapiro,

1997). Markers of linguistic style, however, are gen-

erally associated with relatively common "content-

free" words, such as pronouns, articles, prepositions,

conjunctives, and auxiliary words—also referred to

as particles (Miller, 1995). Particles are easier to

handle because their meaning is less ambiguous, less

context bound, and more determined by grammati-

cal rules. In the English language, there are fewer

than 200 commonly used particles, yet they account

for over half the words we use.

From a psychological perspective, not all parti-

cles are equal; personal pronouns have emerged as

particularly revealing (Pennebaker et al., 2003).

Although the use of the first-person singular ("I"),

for example, indicates an explicit distinction that

speakers make between themselves and their social

world, the use of the first-person plural ("we") sug-

gests speakers experience themselves as part of a

larger social unit. Empirically, the use of the first-

person singular is associated with age, sex, neuroti-

cism, depression, illness, and more broadly,

attention focused on the self (Pennebaker et al.,

2003). The use of second-person ("you") and third-

person ("he," "she") pronouns, by definition, show

that the speaker is socially engaged or aware. So, it

becomes clear that in the conversational context,

pronouns have important social implications. The

empirical evidence to date underlines this by point-

ing to their role as powerful markers of psychologi-

cal processes and predictors of mental and physical

health (Pennebaker et al., 2003).

SUMMARY

One purpose of this chapter was to demonstrate

that quantitative text analysis is a powerful, effi-

cient, and easy-to-use tool for psychological

research. The review of nine different text analysis

strategies showed that the spectrum of existing

applications is wide—although some methods con-

tinue to rely on human judges, the majority use

computers to count isolated words, and a few har-

ness more sophisticated techniques to assess the

semantic relationships.

Where will the field go from here? Extrapolating

from current progress in artificial intelligence, there

is no doubt that in the years to come, text analysis

applications will become increasingly complex

(West, 2001). Will simple word count programs

soon be declared scientific history? Considering that

they are currently the only solutions in which com-

plete automation has been achieved (Shapiro, 1997),

this scenario seems unlikely. With their ability to

process large amounts of texts in a matter of seconds

without any preformatting, word-count programs

have a tremendous pragmatic advantage over more

sophisticated tools that require a human labor force

for extensive data preparation and text parsing.

Hence, researchers who are interested in text

analysis are encouraged to be aware of the "bigger

is better" fallacy. Tempting as it might seem, the

assumption that more technically advanced pro-
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grams will necessarily be more appropriate for long way. After all, by only using a simple home-

addressing a researcher's question does not always made telescope and not high-resolution satellite

hold up. Simple word-count approaches—crude, pictures, Galileo was able to detect the four moons

fuzzy, and error prone as they are—can often go a of Jupiter.
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MULTILEVEL ANALYSIS: PHYSIOLOGICAL
AND BIOCHEMICAL MEASURES

Gary G. Berntson and John T. Cacioppo

The National Institute on Aging commissioned the

National Academies of Science to organize scientific

discussion that culminated in a workshop volume

whose title queried, "Cells and surveys: Should bio-

logical measures be included in social science

research?" (Committee on Population, 2001). The

short answer to that question was yes.

Although psychologists have long appreciated

the value of converging operations using multi-

method approaches, the NAS report found that psy-

chologists are increasingly engaged in research

entailing multilevel analyses that extend well

beyond the traditional disciplinary boundaries.

Multilevel analyses represent a subset of multi-

method approaches in which the measures, con-

structs, and theories extend across levels of

organization—from the psychological to the physio-

logical to the cellular and ultimately to the gene

and beyond. Efforts to integrate information across

levels of analyses are especially challenging, but this

is precisely what is necessary for the ultimate inter-

disciplinary convergence on mind-body issues.

Multilevel analyses can be problematic, as the

terms, constructs, and measures are often diverse,

and the concepts and theories at different levels of

analyses may develop largely independently of

those of another level. This fosters what has been

termed the category error, wherein seemingly paral-

lel concepts from different levels of analysis may

reflect only partially overlapping domains, rather

than representing a one-to-one isomorphism. The

ultimate goal of multilevel analysis is to mutually

calibrate concepts, relate measures, and integrate

information across levels, so as to inform processes

and constrain theories at multiple levels of analysis.

More important, this process entails

reductionism, but not in the pernicious sense of sub-

stitutionism. Although it may be conceivable to

explicate a motivational state in terms of the inter-

actions of atomic elements, there are several impor-

tant limitations to this approach. The first is the

matter of efficiency and scale. The atomic under-

pinnings of motivational states are so extraordinar-

ily complex that the language and constructs

pertaining to atoms may not be the most efficient or

feasible way to conceptualize motivation.

A second problem is the likelihood of a category

error. Even if we could identify a set of atomic

events that correspond to the motivational state,

this does not imply an isomorphism. Motivation is

a construct that has developed to account for varia-

tions in behavior of organisms; in the absence of

behavior there would be no need for such a con-

cept. Not only would there not be an agent to con-

jure up such a notion, but there would be no

applicability at the atomic level. Although motiva-

tion certainly has causal relations to processes at

the atomic level of analysis, there is not an identity

across these vast levels, and it is patently silly to

apply motivational constructs to atoms. Motivation

applies to functional properties of more complex

living organisms.

Preparation of this manuscript was supported in part by a grant from the National Heart, Lung, and Blood Institute (HL54428).
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One might argue that motivational phenomena

may be explicable ultimately in terms of the proper-

ties of atomic particles, and that the problem is sim-

ply one of the intricacy of mapping across such

distal levels. This is a specious perspective, how-

ever. The third and most important limitation to

substitutionism is that it begs the question1 if the

properties imputed to lower level elements to

account for higher level phenomena are knowable

only by observations from the higher level of organ-

ization. This is a logical fallacy (begging the ques-

tion or circular reasoning) because the

"explanatory" properties are derived from the phe-

nomena to be explained. These properties cannot

be said to be proper to the elements, but only deriv-

able from a higher level of analysis that studies the

elements in relation to others. Some properties of

atoms may be knowable by the study of individual

atoms, but others (e.g., atomic behavior in crystals)

may become known only in interactions with other

atoms. Similarly, although atomic or subatomic

events ultimately underlie all our thoughts, feelings,

and actions, the latter phenomena could not be said

to be proper characteristics of the atomic elements.

If they were, then all principles and properties

would be assigned to quantum particles, which

would be patently senseless because these proper-

ties and principles would not be of the particles, but

of their configurations into aggregates, which may

be meaningfully explained by constructs at different

levels of organization.

Multilevel analysis is not about substitutionism,

but about the ability of information derived from

distinct levels of analysis to mutually inform others.

Reductionism refers to the ability of events at lower

levels of analysis to inform or explicate events at

higher levels of analysis. Multilevel analysis is a

two-way process, however, as higher level analyses

can also elucidate or inform lower level processes

(extensionism). Important in this effort is the devel-

opment and refinement of meaningful theories of

the relations between levels. Also central to this

reductionism-extensionism process is the mutual

tuning and calibration of concepts to enhance cross-

level mappings and minimize category errors. This

is especially important because of the intricacies

and multiple mappings across distinct levels and the

associated need for model constraints. This chapter

highlights some features of multilevel analysis, pro-

vides a reductionism-extensionism framework for

conceptualizing and implementing such analyses,

and offers illustrative examples. A major theme is

the mutual benefit that multilevel analyses offers for

both the higher (e.g., psychological) and lower

(e.g., physiological) levels of analysis.

PRINCIPLES OF MULTILEVEL ANALYSIS

Some principles pertaining to multilevel analysis

have been articulated by Cacioppo and Berntson

(1992; see also Cacioppo, Berntson, et al., 2000),

which serve to frame issues and organize research

perspectives. They are enumerated following.

The principle of multiple determinism stipulates

that a target event at one level of organization, espe-

cially at more molar levels, will have multiple

antecedents within and across levels of analysis.

Parenting, for example, has both social and genetic

determinants (Meaney, 2001). Because of the multi-

ple antecedents across even proximal levels, the

mappings across more divergent levels of analysis

become increasingly complex. This is captured by

an important corollary to the principle of multiple

determinism. Although the ultimate goal of multi-

level analysis is to bridge distal levels, the corollary

of proximity suggests that this effort may be more

straightforward for more proximal levels. As bridges

are built among adjacent levels, those integrations

will facilitate the superordinate mappings across

progressively more disparate levels. This is not to

say that bridging across broader levels of analysis is

not possible or desirable. There are examples of

programmatic research efforts that span multiple

levels, such as the collaborative effort of Michael

Meaney to map from the gene to maternal behavior

and back again (Meaney, 2001). This was accom-

plished, however, through a systematic series of

interdisciplinary collaborative efforts, which indi-

vidually cut across a more limited span of levels.

'Originally petitio prindpii from Aristotle (350 B.C.) Posterior Analytics, translated by G. R. G. Mure, MIT Internet Classics Archive:
http://classics.mit.edu/Aristotle/posterior.mb.txt.
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The principle of reciprocal determinism asserts

that there may be mutual, reciprocal influences

among levels of organization—that is, the direction

of causation is not one way. To continue with our

example of gene-maternal interaction, there is a

clear genetic bias in the pattern of maternal behav-

ior in rats, but the pattern of maternal behavior has

also been shown to impact specific gene expression

in the offspring (Meaney, 2001). Moreover, this

experience-dependent influence on gene regulation

can extend beyond the subsequent generation,

through nongenomic inheritance (Meaney, 2001).

The principle of reciprocal determinism also has a

guiding research corollary. Because causal influ-

ences among levels can be bi-directional, the corol-

lary of interdependence states that a single level of

analysis cannot yield a comprehensive account of

multilevel phenomena, and that no single, preferred

level of analysis applies uniformly. This is not to say

that researchers should not do single-level research,

as important phenomena for multilevel analyses

derive from research and theory within a single

level of analysis. Moreover, the selection of the

most optimal level of analysis for single-level

research depends on the experimental question and

the theoretical interest (e.g., genetic vs. maternal

determinants). The corollary indicates, however,

that a comprehensive understanding of multilevel

phenomena will require multilevel analysis.

Finally, the principle of nonadditive determinism

reflects the fact that the properties of the whole can-

not always be predicted by knowledge of properties

of the parts. The sources of variance from higher

level processes are often broader than those for

lower levels of organization, so higher level systems

tend to be more complex. Following the preceding

example, the mere knowledge of a genotype may be

uninformative as to phenotype, which in critical

ways depends on multiple interactions with the

social/maternal context (Meaney, 2001). Conse-

quently, understanding genetics would not be com-

plete if the study were restricted to the cellular

domain. This principle reflects the increase in rela-

tional complexity with higher levels of organization

and introduces the final corollary. The corollary of

asymmetry states that the definition of a phenomena

of interest should include observations at the highest

level of organization at which it manifests, as it may

not be understood by appeal exclusively to lower

levels of analysis. That is, higher level analyses can

identify and characterize phenomena that may be

explicated in part by lower level organizations, but

these phenomena may never be known from analy-

ses limited to the lower level processes. This corol-

lary would not preclude strictly lower level (e.g.,

molecular) analyses, but would apply at the point

those molecular analyses were invoked to account

for higher level phenomena (e.g., behavior).

The principles and corollaries just outlined are

conceptual guidelines rather than prescriptions.

Moreover, we wish to emphasize that merely map-

ping concepts from one level to another, although

informative, does not in itself constitute an expla-

nation of those relations. The latter will require

well-developed theories that can foster predictions,

allow experimental control, and permit hypothesis

testing and theoretical refinements.

APPLICATIONS TO MULTILEVEL ANALYSES

Psychophysiological measures offer a unique van-

tage for multilevel analysis as they index physiolog-

ical processes and events that may intervene

between psychological processes and health or

behavioral outcomes. Because they represent the

operations of integrated physiological systems

rather than isolated molecular events, these meas-

ures are more proximal to psychological processes

than are molecular events. This is in keeping with

the corollary of proximity, and the intermediate level

of psychophysiological processes may provide

important bridges between psychological and more

molecular levels of organization.

Heart Rate Measures of Psychological States
and Processes: Multiple Determinism
There is now an extensive history of theory and

research on the potential links between psychologi-

cal states, autonomic regulation, and disease

processes. A common measure in this literature has

been heart rate. The electrical signature of the heart

beat is readily recorded as the electrocardiogram

(EKG) by noninvasive surface electrodes, and heart

rate has been known for centuries to be sensitive to
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psychological states. It is theorized, for example,

that decreases in heart rate are triggered by an

external direction of attention, a decrease in arousal,

passive coping, or an orienting response; whereas

increases in heart rate have been said to reflect

inwardly directed attention, an increase in arousal,

effort, active coping, or a startle or defensive

response (Graham, 1984; Lacey & Lacey, 1980;

Obrist, 1981). A potential advantage of heart rate is

the fact that it may reflect implicit psychological

states in the absence of verbal or other behavioral

actions and thus may provide a metric of psycholog-

ical processes that may otherwise not be apparent.

The principle of multiple determinism, how-

ever, cautions against an overly simplistic interpre-

tation of heart rate and heart rate change. Not only

is there a wide range of psychological states or

processes that influence heart rate, physical (e.g.,

temperature, posture) and physiological (e.g.,

activity, blood pressure) variables also impact heart

rate. Hence, the utility of heart rate as an index of

psychological processes is dependent on the rigor

of the experimental design and the interpretive

logic to be applied. This is underscored by the high

error rates (both hits and misses) in the misappli-

cation of physiological measures to the detection of

deception (see Committee report, 2003; Lykken,

1998).

Part of the difficulty in this area relates to the

multiple mappings across levels of organization and

analysis. Although a fear stimulus may alter heart

rate, there are many translations in this cascade:

from the stimulus to percept, from percept to emo-

tion, and from emotion to autonomic outflows.

There is one further translation involved as the

heart is not an autonomic organ, per se, but is

merely regulated by the autonomic nervous system.

As each translation likely entails multiple mappings

from one stage of processing to the next, the overall

intricacy in psychophysiological relations can be

staggering. The corollary of proximity emphasizes

the advantages of bridging across more proximal

levels. A major goal of multilevel research is to pro-

gressively elucidate the mapping between disparate

levels by building a series of local bridges among

more adjacent levels.

The measurement model: heart versus autonomic

outflow. The heart is dually innervated by the

sympathetic and parasympathetic divisions of the

autonomic nervous system, with the sympathetic

system exerting a positive chronotropic effect

(increasing heart rate) and the parasympathetic

system exerting a negative chronotropic influence

(decreasing heart rate). Changes in heart rate rep-

resent at best an indirect reflection of autonomic

control. One legacy from the Walter Cannon era is

that the autonomic branches are subject to recip-

rocal central control, with increases in activity of

one branch associated with decreases in the activ-

ity of the other (see Berntson & Cacioppo, 2000;

Berntson, Cacioppo, & Quigley, 1991). Within this

conceptual framework, heart rate should reflect

the state of sympathetic-parasympathetic balance,

and this appears to hold for many autonomic

reflexes that are organized at lower levels of the

brain stem. Higher neurobehavioral substrates,

however, can inhibit, modulate, or bypass lower

reflex substrates and thereby exert broader and

more flexible control over the autonomic branches

(Berntson & Cacioppo, 2000; Berntson et al.,

1991).

In behavioral contexts, one can see not only the

classical reciprocal mode of control, but also inde-

pendent changes of the autonomic branches, or

even the concurrent coactivation or coinhibition of

both branches. This clearly necessitates an expan-

sion of the theoretical model, and hence the meas-

urement model, from the classical bipolar

continuum from sympathetic to parasympathetic

dominance, to a bivariate autonomic space that

more appropriately characterizes the multiple

modes of control. As illustrated in Figure 12.1, the

bivariate model subsumes the bipolar model for a

reciprocal mode of control, but also expands this

model to capture independent or coactive changes

that cannot be represented in the bipolar model.

This in turn raises serious questions about the util-

ity of heart rate measures as an index of autonomic

outflow, as increases in heart rate, for example,

could result from an independent increase in sym-

pathetic control, an independent decrease in

parasympathetic control, a sympathetically domi-
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FIGURE 12.1. Conceptual models of autonomic control. Left: Bipolar model of reciprocal
sympathetic/parasympathetic control. Right: Bivariate model of sympathetic and parasympa-
thetic control that allows independent and coactive as well as reciprocal modes of autonomic
response.

nated coactivation, or a parasympathetically domi-

nated coinhibition. This ambiguity is illustrated by

the isofunctional contour lines in the three-dimen-

sional map of Figure 12.2, which illustrates the

chronotropic state of the heart as a function of

location within the autonomic plane.2 These con-

tour lines illustrate loci within the autonomic

plane (i.e., different combinations of sympathetic

and parasympathetic activities) that translate into

equivalent chronotropic states. Consequently, the

chronotropic state of the heart does not map sim-

ply on patterns of autonomic outflow, as a given

chronotropic state is ambiguous with regard to its

autonomic origins. Because neurobehavioral sub-

strates control autonomic outflows, not the heart

directly, measures of the chronotropic state of the

heart necessarily entail a loss of fidelity in psy-

chophysiological mappings.

Metrics of autonomic space. Differences in the

modes of cardiac control for physiological reflexes

and psychological contexts are illustrated by a

human study of autonomic responses to an ortho-

static stressor (assumption of an upright posture)

and to psychological stressors (mental arithmetic,

speech stressor, and speeded reaction time task).

Before considering those results, however, a meas-

urement issue must be addressed. The change in

measurement model from a bipolar to a bivariate

representation has obvious implications for experi-

mental dependent measures. If heart rate or heart

period are not adequate, how does one measure

autonomic outflows? That is, what constitutes a

valid measure of sympathetic and parasympathetic

activities? In anesthetized animal studies, direct

recordings have been made of neural firing in sym-

pathetic and parasympathetic cardiac nerves. This is

not feasible in human subjects, however, and has

limited applicability even in animals as the require-

ment for anesthesia precludes meaningful psy-

chophysiological investigations. Microneurography

(using a fine microelectrode) has been applied to

2From here on, the chronotropic state of the heart will be designated in the metric of heart period, or the reciprocal of heart rate. The former has
advantages as heart period is more linearly related to neural activity within the autonomic branches.
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FIGURE 12.2. Three-dimensional autonomic space representation of chronotropic control of
the heart. The effector surface depicts the heart period level for all possible loci within the
autonomic plane. Parasympathetic and sympathetic axes are scaled in proportion to the
extent of their functional range of control, and the curvature in the surface reflects nonlinear-
ities in these controls. Beta (on the abscissa) illustrates the heart period in the absence of
autonomic control. The curved lines on the autonomic plane are isofunctional contour lines,
which represent varying combinations of sympathetic and parasympathetic control that yield
comparable heart period effects. Reprinted from Behavioral Brain Research, 94, Berntson,
Sarter, and Cacioppo "Anxiety and Cardiovascular Reactivity: The Basal Forebrain Choliner-
gic Link," 225-248. Copyright (1998), Elsevier.

measure autonomic neural activity in conscious

humans, but this technique is only applicable for

rather superficial autonomic nerves (e.g., Macefield,

Elam, & Wallin, 2002).

Another approach to measuring the separate

contributions of the autonomic branches to cardiac

control entails pharmacological blockade of the

branches. Blockade of the parasympathetic branch,

for example, will prevent the action of that branch

and reveal the isolated contribution of the sympa-

thetic branch, and vice versa. This has been prob-

lematic, however, as blocking one branch may

indirectly alter the other (e.g., by reflex adjust-

ments) . Moreover, although drugs may be highly

specific to a receptor type and can thus differentiate

sympathetic and parasympathetic effector synapses,

they are not specific as to the target organ and may

exert actions at some remote site, including the
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brain. Such remote actions could alter the psycho-

logical states of interest or otherwise bias reactivity.

The complications with pharmacological blockades

have been sufficiently serious as to question their

validity and limit their application. A new measure-

ment methodology was clearly needed.

A more extensive pharmacological protocol and a

more comprehensive analytical approach provided

that methodology (Berntson, Cacioppo, & Quigley,

1994). Consider the observed heart period response

(0) to some evocative stimulus occurring at the ver-

tical line in Figure 12.3. As depicted, blockade of

the parasympathetic branch would reveal the iso-

lated sympathetic response 0Pblk, which provides

an estimate of the sympathetic contribution (termed

the residual estimate or s')- At the same time, the

response decrement from the unblocked condition

(0 - QPblk) offers an estimate of the normal contri-

bution of the parasympathetic branch (termed the

subtractive estimate, or p'). Conversely, blockade of

the sympathetic branch (0Sblfe) provides a residual

index of the isolated parasympathetic response (p')

and the response decrement from the unblocked
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Figure 12.3. Illustration of heart period response
in pharmacological blockade analyses. Solid line
illustrates the observed response in the absence of
blockade (under saline control conditions). Dashed
lines illustrate the response under selective sympa-
thetic and parasympathetic blockades. Arrows
illustrate the residual (s' and p') and subtractive
(s" and p") estimates of sympathetic and parasym-
pathetic control. From "Autonomic Cardiac
Control. I. Estimation and Validation from Pharma-
cological Blockades," by G. G. Bertson, J. T. Cacioppo,
and K. S. Quigley, 1994, Psychophysiology, 31,
572-585. Copyright 1994 by Blackwell Publishing,
Ltd. Reprinted with permission.

condition (0 - 0Sb!fe) offers an estimate of the nor-

mal contribution of the sympathetic branch (s")-

The preceding analyses provide two estimates of

the functional contributions of each autonomic

branch, and an overall estimate can be derived as

the means:

Estimate of sympathetic response (at time t) =

AS = (As' + As") /2t ^ t t '

Estimate of parasympathetic response (at time t) =

More important, because the residual and sub-

tractive estimates are derived from distinct pharma-

cological blockers (muscarinic cholinergic

antagonists for the parasympathetic branch and $l

adrenergic antagonists for the sympathetic branch),

their side effects and remote actions would be dif-

ferent. If the estimates agree, despite these differ-

ences, one would have increased confidence in the

estimates of autonomic control. Moreover, any dis-

crepancy in the independent estimates could be

indexed by an error term (eblfe), which is the differ-

ence between the two estimates at a given point in

time. This value can be formally shown to be equiv-

alent for the two branches. Thus

Aeblkt = (A/ - AP/') = (A// + A//')

As the discrepancy between the two estimates

becomes larger, eblht increases, and one would have

lower confidence in the estimate. This is formalized

in a validity coefficient:

vs = (leffect sizel/ leffect sizel + eblk)

The validity coefficient can range from 0 when

the error is very large relative to the estimated

response, to 1.0 when the error term is negligible.

An example of this analysis is shown in Figure 12.4

for orienting responses of rats to auditory stimuli.

The top panel illustrates the observed responses

under the control condition and after sympathetic

(atenolol) and parasympathetic (scopolamine)

blockade. The lower panels illustrate the overall as

well as the residual and subtractive estimates of the

contributions of the branches to the observed
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FIGURE 12.4. Pharmacological analysis of sympathetic and parasympathetic responses of orienting (OR)
and defensive (DR) responses in the rat. Upper panels illustrate responses to a discrete auditory stimulus
of low or high intensity under the saline control condition, and after sympathetic (atenolol) and parasym-
pathetic (scopolamine) blockades. Bottom panels show residual, subtractive, and overall estimates of
sympathetic and parasympathetic response. The stimuli occurred at the time of the vertical dotted line
in each panel, and responses are expressed as a change from prestimulus baseline. From "Autonomic
Cardiac Control. I. Estimation and Validation from Pharmacological Blockades," by G. G. Berntson, J. T,
Cacioppo, and K. S. Quigley, 1994, Psychophysiology, 31, 572-585. Copyright 1994 by Blackwell Publishing,
Ltd. Reprinted with permission.

response. As can be seen, there was relatively good

agreement between the residual and subtractive

estimates, yielding a small error term and a high

validity coefficient. The response to the orienting

stimulus revealed autonomic coactivation, as the

increased heart period due to parasympathetic con-

trol indicates parasympathetic activation, and the

decrease in heart period under sympathetic control

similarly revealed sympathetic activation. Because

activation of the two branches tends to oppose one

another, the observed response in the unblocked

condition was smaller than under either blockade

condition.

With the refined measurement method outlined,

we now return to the human study of physical and

psychological stress. Nine human subjects were tested

for the autonomic response to the orthostatic stressor

and the psychological stressors after intravenous infu-

sions of saline, Metoprolol (a sympathetic p\

blocker), and atropine (a parasympathetic blocker).

Estimates were derived as outlined, and response vec-

tors were derived on the autonomic plane, based on
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FIGURE 12.5. Orthostatic versus psychological stress. Left: Group mean responses to orthostatic and
psychological stressors depicted as response vectors on the autonomic plane, from prestress baseline
(intersection of horizontal and vertical dotted lines) to the stress conditions (arrowheads). Axes depict
ms of heart period change related to sympathetic and parasympathetic control. Right: Individual
response vectors (N = 9) to the psychological stressors revealing individual differences in the direction
of response. Individual differences were stable, as evidenced by standard deviation bars at the arrow-
heads, reflecting deviations across the three psychological stressors (mental arithmetic, speech stress,
and reaction time). Note that responses for a given individual were generally consistent across stressors.
From "Autonomic Cardiac Control. III. Psychological Stress and Cardiac Response in Autonomic Space
as Revealed by Pharmacological Blockades," by G. G. Berntson, J. T. Cacioppo, and K. S. Quigley, 1994,
Psychophysiology, 31, 599-608. Copyright 1994 by Blackwell Publishing, Ltd. Reprinted with permission.

the change score along the sympathetic and parasym-

pathetic axes. Results are illustrated in Figure 12.5,

which displays response vectors from baseline (inter-

secting dotted lines). Both classes of stressors yielded

an overall reciprocal pattern of sympathetic activation

and parasympathetic withdrawal.

This similarity at the group level, however,

belies a fundamental difference between the two

classes of stressors. In accord with the reciprocal

pattern of control in many autonomic reflexes,

there was a significant negative correlation between

the responses of the autonomic branches across

subjects with the orthostatic stressor. Greater

increases in sympathetic control were associated

with larger decreases in parasympathetic control.

All subjects showed similar response vectors, differ-

ing only in magnitude. In contrast, there was no

correlation between the autonomic branches to the

psychological stressors. Rather, as illustrated in Fig-

ure 12.5 (right), there were notable individual dif-

ferences in responses to psychological stress. Some

subjects showed primarily parasympathetic with-

drawal, others reciprocal sympathetic activation and

parasympathetic withdrawal, and still others prima-

rily sympathetic activation. This was not attributa-

ble simply to an increase in error variance to

psychological stress, as individual response vectors

were stable across the psychological stressors. This

can be seen in the error bars at the arrowheads of

Figure 12.5 (right), which depict the standard

errors for the response vectors under the different

psychological stressors.

Why does it matter? Without independent meas-

ures of sympathetic and parasympathetic control,

lawful differences between orthostatic and psycho-

logical stressors would not have been apparent, and

individual differences in the response to psycholog-

ical stress would not have been discerned. In accord

with the corollary of proximity, psychophysiological
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mapping in this case was improved by the deploy-

ment of a more appropriate analytical method that

assessed autonomic control at a more proximal

level than could be derived from the end organ

response. This is important not only for basic stud-

ies of psychophysiological relations, but also

because different modes of autonomic control may

have distinct health implications.

There have been reports of a relation between

cardiac reactivity to stressors and negative health

status, including diminished immune functions,

although the predictive power of heart rate is small

and not always significant (see Cacioppo, 1994).

This is likely attributable to the use of heart rate

measures, as Cacioppo (1994) found no relation

between overall heart rate reactivity and the

immune response to vaccine, but did find a signifi-

cant relation between immune status and the sym-

pathetically mediated component of heart rate

reactivity. Multilevel analysis, capitalizing on more

proximal mappings, revealed order in psychoso-

matic relations where none was apparent with more

distal mappings.

Glucocorticoids and Behavioral States:
Reciprocal Determinism

Glucocorticoids (cortisol in humans, corticos-

terone in rats) are steroid hormones of the adrenal

cortex that have potent effects on glucose metabo-

lism and immune function, as well as on psycholog-

ical processes (Gore & Roberts, 2003; Lovallo &

Thomas, 2000; Schimmer & Parker, 1996). Gluco-

corticoids are classic stress hormones and have

been commonly used as biochemical markers of

stress reactions (McEwen, 2000). As illustrated in

Figure 12.6, the secretion of glucocorticoids is regu-

lated by the anterior pituitary hormone adrenocorti-

cotropic hormone (ACTH), which in turn is

controlled by the hypothalamic peptide corti-

cotropin releasing hormone (CRH). CRH is released

in a pulsatile fashion (see Veldhuis et al., 2001),

regulated by pituitary, hypothalamic, and hip-

pocampal circuits that bear glucocorticoid receptors

and are sensitive to glucocorticoid levels. These cir-

cuits exert a feedback inhibitory influence on CRH

release. The hypothalamic and pituitary negative

feedback mechanisms represent the traditionally

recognized routes responsible for short-term regula-

tion of glucocorticoid secretion, whereas the hip-

pocampus appears to be involved in stress reactions

and longer term glucocorticoid regulation.

In addition to the short-term pulsatile patterns

of release, the hypothalamic-pituitary-adrenal-corti-

cal axis (HPAC) displays a circadian rhythm, with

plasma glucocorticoid levels peaking in the early

morning hours and showing a nadir in the late

afternoon and minor peaks around mealtimes (see

Lovallo & Thomas, 2000). Glucocorticoids bind to

both glucocorticoid (GR) and mineralocorticoid

(MR) receptors, and the steroid/receptor complex is

translocated to the nucleus, where it can serve as a

transcription factor to regulate gene expression

(Gore & Roberts, 2003). More rapid actions may be

exerted by glucocorticoid binding to membrane

bound receptors (see Lupien & McEwen, 1997).

Measurement issues: reliability and validity. The

pulsatile nature of ACTH and cortisol release poses

a problem of reliability, as the level of hormone in

plasma will vary depending on the time relation of

the sampling to the pulsatile pattern of release. One

approach to improving reliability has been to take

multiple samples (e.g., Veldhuis et al., 2001) and

then aggregating over samples if the interest is in

tonic levels or preserve the temporal samples if the

interest is in time-varying patterns of secretion. An

additional measurement complication is the notable

circadian rhythm in cortisol release. The measure-

ment of the diurnal rhythm, by repeated cortisol

measurements across the day, has been used to

assess the status of the HPAC. If a more limited

sample of cortisol is desired (e.g., as a stress

marker), the diurnal rhythm not only imposes the

restriction that samples be taken at the same time

of the day, but also raises a question concerning the

optimal time for sampling.

Measures derived late in the day or at night gen-

erally are not optimal for studies of chronic stress,

because of the low levels of secretion and sensitiv-

ity limits. Consequently, for measures of chronic

stress, samples are commonly taken during peak

levels in the morning. The change in cortisol over

30 minutes (or so) from waking, for example, has

been suggested to be a sensitive measure of adreno-
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Figure 12.6. Structures and secretions of the glucocorticoid1 system.
Hormones are listed in oval text boxes, and the rectangular inserts
illustrate time-varying patterns of secretion or local concentrations,
from pulsatile to more steady state, and over the circadian cycle. Solid
arrows illustrate sample methods, salivary, vascular, and urinary. As
illustrated, plasma cortisol levels are the highest and most variable
and include both bound and unbound hormones, whereas salivary and
urinary are more time stable and are considerably lower, as they rep-
resent unbound hormones.

cortical reactivity (Schmidt-Reinwald et al., 1999).

Conversely, phasic reactivity to stress may be more

appropriately assessed in the afternoon, when basal

levels are lower and more stable. Some conditions

such as chronic stress or depression may be associ-

ated with blunted negative feedback regulation and

hence a diminished circadian pattern. This pattern

may be more readily identified by evening measures

or by indices of circadian fluctuations. Circadian

fluctuations are often thought to arise in large part

from changes in feedback regulation, but other fac-

tors could also impact these rhythms, including

altered or disrupted sleep/waking cycles, and

should be considered when interpreting differences

in circadian fluctuations (Spath-Schwalbe et al.,

1993).

A more direct test of feedback control, having

high construct validity, is the dexamethasone-sup-

pression test. This procedure entails the adminis-

tration of a standardized dose of the synthetic

steroid dexamethasone, along with pre- and

postadministration measurements of ACTH or cor-

tisol. Secretion of these endogenous hormones will

be suppressed in proportion to the potency of
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steroid feedback inhibition. A subset of depressed

patients (50%-60%) show elevated cortisol levels,

an attenuated circadian rhythm, and a blunted

response to dexamethasone (see Parker,

Schatzberg, & Lyons, 2003). This may reflect con-

ditions within brain feedback circuits or changes

in glucocorticoid receptor sensitivity. We will

return to these possibilities later, in the context of

stress effects.

Additional measurement issues arise over the

fact that typically less than 10% of plasma cortisol

is in a free, unbound, biologically active state. The

rest is reversibly bound to plasma proteins (corti-

costeroid-binding globulin, CBG), which decrease

bioavailability and metabolic clearance (Breuner &

Orchinik, 2002). Adding further complexity is the

fact that the proportion of bound cortisol may vary

with cortisol levels or other physiological condi-

tions, Moreover, CBG binding may enhance

bioavailability under some conditions, as it repre-

sents a releasable cortisol reservoir (Breuner &

Orchinik, 2002). Because plasma cortisol reflects

both the free and bound fractions, this measure

may not provide the most valid index of cortisol tis-

sue bioactivity under all conditions, despite the fact

that plasma levels are often considered the gold

standard of cortisol measures.

As illustrated by the solid arrows in Figure 12.6,

plasma cortisol represents only one metric of HPAC

activity. With regard to the issue of bound vs.

unbound cortisol, salivary cortisol levels offer the

advantage of indexing only the unbound fraction.

This is because CBG and other proteins do not

readily diffuse across cellular membranes. Conse-

quently, protein-bound cortisol does not readily

enter the salivary glands, and salivary cortisol levels

reflect primarily the unbound fraction of plasma

cortisol. Salivary cortisol levels are also noninvasive

and can be obtained under a wider range of experi-

mental conditions, including ambulatory studies.

Although the time constant of cortisol diffusion

into salivary glands tends to dampen pulsatile pat-

terns somewhat, salivary cortisol can still show

short-term pulse-related fluctuations. Time required

to acquire an assayable saliva sample also tends to

blunt, but does not eliminate, short-term fluctua-

tions. Consequently, the time sampling issues raised

earlier for plasma cortisol levels also apply to sali-

vary cortisol measures.

A measure of cortisol can be derived also from

urine. Urinary cortisol reflects the free, unbound

fraction of plasma cortisol, as protein-bound corti-

sol does not readily enter the renal tubular system.

Cortisol accumulates in the urine in proportion to

plasma free-cortisol levels, and because of the gen-

eral stability of this molecule, collection of urinary

output can provide an integral index of cortisol

over extended (including daily) periods.

There is considerable debate as to what consti-

tutes the best measure of HPAC activity, and there

may be no single answer to this question. Rather, the

validity of a measure may be defined by the problem

under study. Urinary measures integrated over a day

or more may be most relevant for studies of chronic

stress. In contrast, shorter term measures such as

those from plasma or saliva may be more useful for

studies of acute stress or circadian rhythms.

Reciprocal influences between neurobehavioral

and HPAC systems. In accord with the principle of

Reciprocal Determinism, the HPAC system offers an

illustration of the multiple interactions between

neuroendocrine systems, neurobehavioral sub-

strates, and psychological processes. Although

physical stressors are known activators of the HPAC

system (Selye, 1956), psychological stressors are

among the most potent (Mason, 1968, 1975;

McEwen, 2000). It is also clear that HPAC activity

can impact both cognitive and emotional processes

(e.g., Lupien & McEwen, 1997; Parker et al., 2003).

Psychological states can alter HPAC activity, and

HPAC activity can modulate the psychological

states that gave rise to this activity. These reciprocal

actions can be dose and context dependent. Gluco-

corticoid administration can either enhance or

impair cognitive processes, as a function of dose,

context, and the specific receptor populations acti-

vated (Lupien & McEwen, 1997).

Some of the complexity of these effects relate to

the multiple reciprocal interactions within the HPAC

system (e.g., CRH and cortisol feedback) and

between the HPAC and psychological processes (e.g.,

stress and cortisol). Reciprocally interacting systems

are difficult to study and characterize in isolation, as
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their functional outputs represent a close interplay

across levels of organization. Consequently, manipula-

tions at one point may have diverse effects through-

out these circuits. The central CRH system, in

addition to its regulation of pituitary ACTH release,

is considered to be a general orchestrator of

the cognitive, affective, behavioral, autonomic, and

neuroendocrine aspects of stress. Local intracerebro-

ventricular infusions of CRH in primates results in an

activation of stress-related brain circuits, induces anx-

iety- and depressive-like reactions, and decreases

social interactions (Strome et al, 2002). Because glu-

cocorticoid administration alters central CRH activity,

it is not immediately apparent whether the effects of

this manipulation reveal the direct actions of gluco-

corticoids or indirect effects on CRH systems. Dis-

secting reciprocally interacting systems requires

multiple experimental approaches and converging

data that can provide a more comprehensive perspec-

tive than a more restricted analyses. Because interac-

tions may never be known by studying hormonal

systems in isolation, the corollary of interdependence

asserts that the most meaningful studies will entail

manipulations and observations of both CRH and

cortisol, involving a combination of methods.

Social psychological influences and the corollary

of interdependence. Relations across levels are par-

ticularly difficult to conceptualize when the recipro-

cally interacting nodes extend across broad spans of

organization or analysis, as the complexity of map-

pings tends to increase across more distal levels. A

recent line of research in psychoneuroimmunology

illustrates this. It has long been recognized that

psychological stressors are potent activators of the

HPAC system (Mason, 1968, 1975; McEwen, 2000).

In contrast to the general adaptation model of Selye

(1956), it further appears that there may be funda-

mental differences in kind among physical and

social-psychological stressors. Social reorganization

stress in mice (rotation of alpha males among hous-

ing colonies) can lead to reactivation of herpes sim-

plex Type 1 virus (HSV1), similar to the

stress-related HSV1 reactivation that causes cold

sores in humans (Padgett et al., 1998). In contrast,

physical stressors (e.g., restraint-stress or shock) are

ineffective despite producing comparable glucocor-

ticoid levels. Subsequent work has revealed further

unique characteristics of social stressors, highlight-

ing the need for multilevel research and mandating

expansion and refinements in the concept of stress

and the nature of stressors.

Subsequent studies revealed that social stressors

in mice are associated with an exaggerated and often

lethal inflammatory response to influenza virus,

compared to restraint stress (Sheridan, Stark, Avit-

sur, & Padgett, 2000). The difference between the

social and the physical stressors could not be

accounted for by differences in secretion of anti-

inflammatory glucocorticoids, because both classes

of stressors again yielded comparable glucocorticoid

levels. Rather, it appears that social stress induced a

state of glucocorticoid resistance or receptor insensi-

tivity attributable to an impairment in nuclear

translocation of the glucocorticoid/receptor complex

in specific macrophages of socially stressed animals

(Quan et al., 2003). As a result, glucocorticoids

failed to suppress the actions of a transcription fac-

tor (NF-kappaB), which promotes the production of

pro-inflammatory cytokines (interleukin 1 and

tumor-necrotizing factor alpha). In this research, a

bridge was established between social processes and

gene expression in the health effects of stress.

These examples illustrate the principle of Recip-

rocal Determinism and its Corollary of Interdepen-

dence. Multilevel studies can elucidate influences

across levels of organization and clarify relations

that could not be known by studies limited to a sin-

gle level of analysis.

Loneliness and Health: Nonadditive
Determinism
The utility of multilevel analysis to understanding

psychological processes and psychosomatic rela-

tions is illustrated by our recent work on loneliness.

Social isolation and loneliness are potent but little

understood risk factors for broad-based morbidity

and mortality (Seeman, 2000). Although loneliness

has a heritable component, differences in social

cognition provide a better explanation for the phys-

iological characteristics of lonely versus nonlonely

individuals than does a model based on invariant

traits or genetic determinism. Lonely individuals

tend to construe their world, including the behavior
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of others, as punitive or potentially punitive. Con-

sequently, lonely individuals are more likely to be

socially anxious and to adopt a prevention focus

rather than a promotion focus in their social inter-

actions (Ernst & Cacioppo, 1999). Lonely individu-

als are more likely to appraise stressors as threats

rather than challenges and to cope in a passive,

isolative fashion rather than an active fashion that

includes seeking the help and support of others.

These differences in social cognition predictably

result in an increased likelihood of lonely individu-

als acting in self-protective and, paradoxically self-

defeating ways (Cacioppo, Berntson, et al., 2000).

From the dual clues that isolation and loneliness

are associated with broad-based mortality and with

a higher death rate across the adult life span, one

can surmise that the underlying mechanism oper-

ates on a wide range of bodily systems, or that there

is more than one mechanism through which loneli-

ness influences health. In the absence of lower level

analyses, however, the relations between loneliness

and health remain mere empirical associations.

Recent evidence suggests that different transduction

pathways account for acute effects of loneliness on

morbidity and mortality (e.g., suicide) and chronic

effects (e.g., heart diseases, cancers). Two of the

neurobehavioral mechanisms that contribute to the

association between loneliness and chronic disease

are (a) catabolic processes—lonely individuals per-

ceive more hassles and stressors in daily life and are

characterized by higher tonic levels of peripheral

resistance in the cardiovascular system, which over

time may have damaging effects on body organs

and systems; and (b) anabolic processes—lonely

individuals show physiological repair and mainte-

nance processes (e.g., wound healing, sleep) that

are less efficient than nonlonely individuals

(Cacioppo, Hawkley, & Berntson, 2003).

A variety of autonomic differences have been

found to distinguish lonely and nonlonely individu-

als. The bivariate model of autonomic control out-

lined previously represents a significant advance in

our understanding of higher neural influences on

autonomic substrates, considerably clarifies psy-

chophysiological relations, and increases the fidelity

of mappings from psychological processes to auto-

nomic cardiac control.

Characterization of response modes. As discussed

earlier, pharmacological blockade analyses represent

a gold standard for the quantification of patterns of

sympathetic and parasympathetic control of end

organs such as the heart. Blockade analyses are not

always possible, however, so noninvasive measures

are desirable. Noninvasive measures of parasympa-

thetic and sympathetic control have now been vali-

dated, at least for the heart.

Respiratory sinus arrhythmia (RSA) is a fluctua-

tion in heart rate in phase with respiration, inspira-

tion being associated with an increase in heart rate

and expiration with a decrease. RSA arises from

pulmonary and thoracic stretch receptor afferents to

brain stem reflex substrates that trigger inhibition

of vagal outflow and excitation of sympathetic out-

flow (Berntson, Cacioppo, & Quigley 1993). Both

of these changes synergistically act to increase heart

rate, but there are differences in the time constants

of the sympathetic and parasympathetic synapses at

the cardiac sinoatrial node pacemaker (see Berntson

et al., 1997). The consequence of these temporal

dynamics is that respiratory rhythms in the

parasympathetic cardiac innervation is translated

into rhythmical fluctuations in heart rate, whereas

the sympathetic synapses are sufficiently slow that

respiratory fluctuations are filtered out. Respiratory

rhythms in heart rate thus reflect vagal cardiac con-

trol, with larger fluctuations associated with higher

vagal tone (Berntson et al., 1993). RSA has been

repeatedly validated as an index of vagal control of

the heart, with some caveats (see Berntson et al.,

1997; Berntson, Cacioppo, Binkley et al., 1994;

Cacioppo et al., 1994).

An additional noninvasive measure, pre-ejection

period (PEP) is available to index sympathetic con-

trol of the heart. Pre-ejection period is the time

between the electrical invasion of the ventricular

myocardium (Q wave of the EKG) to the opening

of the aortic valve and the onset of ventricular ejec-

tion. The pre-ejection period is a standard marker

of ventricular myocardial contractility, as more

forceful myocardial contractions result in the more

rapid rise of intraventricular pressure and hence

earlier ventricular ejection. A decrease in PEP thus

indicates an increase in contractility. The sympa-

thetic innervation enhances myocardial contractil-
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ity, whereas the parasympathetic system plays only

a minor role. Consequently, variations in sympa-

thetic control yield corresponding changes in con-

tractility and inverse changes in PEE With

appropriate controls and caveats, PEP has been vali-

dated as an index of sympathetic cardiac control

(Berntson, Cacioppo, Binkley, et al., 1994b;

Cacioppo et al., 1994).

Through a combination of measurements and

calculations, additional parameters of cardiody-

namic and hemodynamic processes can be derived

noninvasively. Heart rate (HR) and stroke volume

(SV) each has sympathetic and parasympathetic

contributions, and together these parameters deter-

mine cardiac output (CO) or the amount of blood

expelled by the heart into the vascular system each

minute (i.e., CO = HR*SV). Blood pressure, which

must be maintained within relatively narrow ranges

to maintain adequate circulation, is a function of

the cardiac output and total peripheral resistance

(TPR; the resistance to blood flow through the cir-

culatory system). Systolic and diastolic blood pres-

sure (SBP and DBP, respectively) can be measured

noninvasively, and mean arterial pressure (MAP)

can be calculated from these measures (e.g., MAP =

.33*SBP + .67*DBP). TPR, therefore, can be calcu-

lated from MAP and CO (i.e., TPR = BP/CO).

Psychophysiological patterns in loneliness. In the

pursuit of psychophysiological mappings across lev-

els of organization and analysis, the corollary of

proximity specifies that the complexity of mapping

generally increases across more disparate levels.

Consequently, simple isomorphic relations between

events or processes are less likely to hold across

more disparate levels of organization. Rather, rela-

tions across levels may need to consider patterns of

multivector mappings to achieve more isomorphic

mappings. Work on loneliness highlights this issue.

The cardiovascular autonomic features of lonely

individuals do not organize simply on a single sym-

pathetic-parasympathetic dimension. Lonely and

nonlonely young adults have comparable blood pres-

sure, but the underlying physiology differs between

these groups: lonely individuals have been found to

be characterized by higher total peripheral resistance

and lower cardiac output than nonlonely individuals.

This difference is equally apparent at rest (baseline)

as when performing orthostatic or psychological

stressors (Cacioppo, Hawkley Crawford, et al., 2002),

and ambulatory recordings further revealed that this

difference is evident not only in the laboratory but

also during a typical day in their lives (Hawkley,

Burleson, Berntson, & Cacioppo, 2003). These phys-

iological differences and their links to health would

go unrecognized with measures of blood pressure

alone, which highlights the importance of theoretical

systems that aid in the selection of appropriate meas-

ures to effectively bridge across levels.

Chronic elevations in total peripheral resistance

not only mean that the heart muscle must work

harder to distribute the same amount of blood

through the circulatory system, but the reduced

diameter of the blood vessels may also increase tur-

bulence in and potential damage to the vasculature.

Both central (e.g., baroreceptor reflex) and periph-

eral (e.g., vascular elasticity) mechanisms may

degrade over time, further diminishing the ability to

maintain normotensive pressure even during rest.

Consistently elevated levels of vascular resistance,

coupled with age-related decreases in vascular com-

pliance, may set the stage for the development of

hypertension. A study of older adults in a south

Chicago apartment development confirmed this

hypothesis. Because the sample size was relatively

small, participants were categorized into low or

high lonely groups by a median split on their scores

on the UCLA loneliness scale. Results indicated that

age was positively and significantly correlated with

systolic blood pressure among lonely individuals,

whereas there were no age-related increases in sys-

tolic blood pressure among nonlonely individuals.

Corollary of asymmetry. The patterns of neuroen-

docrine and autonomic control in lonely individuals

are not intuitively obvious, but may have substan-

tial basic and health significance. Further studies

will be necessary to elucidate the neurophysiologi-

cal and neurobehavioral origins of these patterns,

and their health implications. Both of these efforts

will require multilevel analyses, through which

information at multiple levels can provide converg-

ing perspectives and insights. There is no single

level of analysis that would permit meaningful pur-
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suit of these questions. Moreover, there is no single

level that can be universally assumed to be preemi-

nent in multilevel analyses. On the other hand, the

levels of organization and analysis cannot be viewed

as "equivalent," and conceptualizations of the rela-

tionships among levels are not simply a matter of

preference. Rather, there is a fundamental asymme-

try across levels in multilevel research.

The most optimal approach may be to conceptu-

ally guide research by the data and constructs deriv-

ing from the level that confers the greatest

organization on the problem. For the question of

how social stress impacts glucocorticoid resistance,

for example, the most useful organizing level of

organization and analysis may revolve around neu-

roimmune systems. In contrast, for the question as

to physiological features of loneliness, the more

salient level of analysis may be the psychosocial.

Indeed, the organization in the literature is appar-

ent only by parsing populations on the dimension

of loneliness. In the absence of that, the lawful vari-

ance associated with loneliness would be relegated

to the error term, and there would be no way of

identifying this source of variance based on physio-

logical studies alone.

This discussion is not intended to foster largely

meaningless debates as to the "ultimate" level of

analysis, nor is it intended to deny reductionism or

support substitutionism. Rather, the organizing

level of analysis is that which serves most effec-

tively to structure knowledge and guide research

and theory. In the case of loneliness, there is a natu-

ral asymmetry, with preeminence of the social psy-

chological level that defines the primary conceptual

dimension. This does not imply that the research

and findings of this level of analysis are any more

important that those of other levels, as all are

required. Moreover, the optimal level of analysis

may change over time, as constructs at the social-

psychological level come to be implemented or

integrated at lower levels, whereby the focus of

research may shift to a lower level.

The corollary of asymmetry asserts that the opti-

mal level of analysis for guiding research and theory

may be that at which the major conceptual dimen-

sions are implemented or realized. Studies of the

relations between physical stress and disease may

not necessarily need to appeal to the social-

psychological level of organization, at least not

initially. Social-psychological processes are likely

important modulators of such relations, however,

as social relations have been shown to be important

moderator variables in stress-immune relations.

This is an illustration of where a shift in focus

toward higher levels of organization and analysis

may be as informative as a reductionistic shift

toward lower levels.

SUMMARY

Cross-disciplinary, multilevel research is an increas-

ingly salient feature of contemporary science in gen-

eral and of psychology in particular. It is a trend that

will undoubtedly continue. Realization of the full

potential of the explosive developments within neu-

rosciences, genetics, and molecular biology will

require the integration of this information within the

broader knowledge base concerning higher level

behavioral, cognitive, and social psychological

domains. It may appear to be a rather daunting task

to integrate, for example, cellular biology with social

psychology, but it is a task that must be accom-

plished. The principles of multiple determinism,

reciprocal determinism, and nonadditive determin-

ism, together with their corollaries, offer some

strategic guidelines to organize such efforts. The

ultimate goal of this enterprise is not to obliterate

social sciences in a puff of substitutionism, but rather

to promote meaningful reductionism and extensionism

so that knowledge and constructs at multiple levels

of organization and analysis can mutually inform,

elucidate, and constrain theory and research at other

levels. This goal may never be finalized, but it is

already apparent that keen insights and important

scientific developments can be derived from multi-

level research approaches and interdisciplinary theo-

retical systems that can integrates information across

levels of organization and analysis.
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C H A P T E R 13

BRAIN IMAGING AND RELATED METHODS

David H. Zald and Clayton Curtis

Modern neuroimaging techniques enable

researchers to noninvasively assess brain structure

and function in humans. The knowledge gained

from these techniques has led to a revolution in our

understanding of brain-behavior relationships and

has dramatically altered the psychological sciences.

Several brain imaging techniques are currently in

wide use, including computerized tomography

(CT), magnetic resonance imaging (MRI), positron

emission tomography (PET), single photon emis-

sion computed tomography (SPECT), magnetoen-

cephalography (MEG), and near infrared optical

imaging. In this chapter we focus on functional

MRI (fMRI) and PET techniques because of their

enormous impact on the psychological sciences.

Although they are most often used in isolation,

both PET and fMRI are adaptable to a

multitrait-multimethod (MTMM) approach toward

assessment. Indeed, it may be argued that these

techniques require integration within a broad multi-

method framework if they are to reach their full sci-

entific potential. This chapter provides a brief

primer on fMRI and PET imaging, followed by a

discussion of the benefits of placing neuroimaging

data within a MTMM approach.

Depending on the specific technique used, PET

and MRI scanners can assess a number of different

statewise and traitwise characteristics of the brain.

These include measurement of brain structure

(MRI), neurotransmitter functioning (PET and

magnetic resonance spectroscopy [MRS]), glucose

metabolism (PET), blood oxygenation (PET and

fMRI), and blood flow (PET and fMRI). Because

changes in neural activity are accompanied by

changes in metabolism, blood oxygenation, and

blood flow (Raichle, 1988), PET and fMRI measure-

ments of these physiological variables allow

researchers to index changes in brain functioning in

relationship to specific perceptual, cognitive, and

behavioral tasks. However, PET and fMRI take very

different approaches to these measurements. It

therefore is useful to first discuss how these meas-

urements are made in each technique.

fMRI PHYSICS AND PHYSIOLOGY

When biological tissue is placed within a strong

externally applied magnetic field, denoted BQ, the

axis of individual nuclei, like hydrogen, tend to

align with the field. Nuclei line up with the field

because this results in the lowest energy state of the

system. Outside the magnetic field, the alignment of

all nuclei tends to be randomly oriented and pro-

duce no net magnetic field. However, when placed

in a strong magnetic field, the nuclei align in the

same direction as the field. This alignment produces

a net magnetization, referred to as M, which repre-

sents the sum of all of the magnetic moments of the

individual hydrogen nuclei (see Haake, Brown,

Thompson, & Venkatesan, 1999, for a full review of

MRI physics).

Hydrogen nuclei consist of a single positively

charged particle, the proton, which spins around

its axis. An individual proton not only spins

around its axis, but also precesses (revolves) about

the external magnetic field, much like a top both
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spins around its axis and precesses about the direc-

tion of gravity's magnetic field. Importantly, each

type of atomic nuclei precesses at a characteristic

frequency, the resonance or Larmor frequency,

which is directly proportional to the strength of the

applied magnetic field. This proportional depend-

ence of the resonance frequency on the applied

magnetic field forms the basis for MRI. Specifically,

by spatially manipulating the field strength and

measuring resonance frequencies, it becomes possi-

ble to resolve the source and location of signals

from the brain.

When all the nuclei in a sample are at the resting

equilibrium state, the net magnetization of the

nuclei are aligned with the field, and no MR signal

can be detected because each of the nuclei precesses

at the same rate, but out of phase with one another.

Magnetic resonance occurs when a radiofrequency

(RF) pulse is transmitted to the sample at the Lar-

mor frequency of a specific type of nuclei. For

instance, hydrogen (H) precesses at a frequency of

64 MHz in a 1.5 Tesla (T) magnetic field (standard

clinical scanners possess a 1.5 T field strength,

whereas research dedicated scanners often use

higher field strengths, such as 3 T, 4 T, or even 7 T).

When an RF pulse is applied at the Larmor fre-

quency of H, energy is selectively absorbed by H

nuclei, exciting their spins from their lower resting

state to an unstable higher energy state. The RF

pulse also deflects the net magnetization of the

nuclei away from the direction of the external mag-

netic field and causes each precessing nuclei to pre-

cess in phase with one another (i.e., they become

phase coherent). At the point in time when the RF

field is extinguished, the nuclei are in an excited,

high-energy state because the axes of their small

magnetic fields are not oriented with that of the

strong external field. This unstable state decays

quickly as the nuclei begin to realign with the exter-

nal field. The precessing nuclei radiate the energy

that they absorbed from the RF pulse as the phase

coherence exponentially decays and the net magne-

tization of the nuclei realign with the external mag-

netic field. The energy that is emitted during this

brief process induces a detectable current (known

as the free induction decay or FID) and is detectable

by an RF coil placed around the stimulated sample

(i.e., the subject's head). This is the MR signal and

forms the basis of all MRI techniques.

When the application of the RF energy is termi-

nated, the system reapproaches equilibrium, a

process known as relaxation. Different types of tissue

have different rates of relaxation, which is why we

can obtain MR images that can distinguish between

gray and white matter, bone, cerebrospinal fluid, and

vasculature. For most functional MRI studies, the

critical source of contrast derives from changes in

the oxygen content of cerebral vasculature, typically

referred to as Blood Oxygen Level Dependent (BOLD)

signal (Bandettini, Wong, Hinks, Tikofsky & Hyde,

1992; Kwong et al., 1992; Ogawa, Lee, Kay, & Tank,

1990; Ogawa et al., 1992).

The BOLD Signal
The fMRI signal is a function of the metabolic

demands of local neural activity. However, the cou-

pling between the measured BOLD signal and the

underlying neural activity is neither direct nor

straightforward (Heeger & Ress, 2002; Logothetis,

Pauls, Augath, Trinath, & Oeltermann, 2001). As

neural activity increases, there are changes in both

the amount of blood flow to the region and a

change in the concentration of oxygenated and

deoxygenated forms of hemoglobin. The oxy- and

deoxyhemoglobin have different magnetic proper-

ties (diamagnetic vs. paramagnetic) and because of

this behave differently within a magnetic field. The

paramagnetic properties of deoxyhemoglobin lead it

to have a greater interaction with the magnetic field

than oxyhemoglobin such that shifts in the concen-

tration of oxy- and deoxyhemoglobin cause changes

in the MR signal. Specifically, as the concentration

of oxyhemoglobin increases in response to neural

metabolic demands, the BOLD signal increases.

Importantly, the BOLD signal does not convey an

absolute value—it is only a relative measure. There-

fore, one rarely sees attempts to compare the BOLD

signal between individuals. Instead, research

focuses on the location and magnitude of relative

changes in BOLD during different task conditions.

There are three characteristic phases of the hemo-

dynamic response to a neural event (Figure 13.la).
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FIGURE 13.1. Modeling fMRI signals. A. In response to a single brief impulse of neural activity, the fMRI
BOLD response lags the neural activity by about 5 seconds and is characterized by 3 epochs: a) the initial
dip, b) the positive hemodynamic response, and c) the postresponse undershoot. B. Hypothetical neural
activity during a delayed-response task, where C is a cue to be remembered, and R is the response occurring
after an imposed delay. The evoked fMRI BOLD response involves a mixture of signals emanating from more
than one time and more than one trial component. The gradient under the curve schematically represents the
mixing or temporal overlap of the various signal components. Whiter regions reflect purer (less colinear)
BOLD signal, and darker regions reflect highly colinear signal. For example, the white region at the peak of
the first hump is almost exclusively evoked from neural processing during the cue phase of the task. How-
ever, just a few seconds later, in the darker portion just to the right, the signal is a mixture of processing at
the cue phase and the beginning of the delay period. C. To resolve the individual components of the mixed
fMRI signal, ideal hemodynamic response functions (which take into account the lag and spread of the BOLD
response) are used to model within-trial components. In this case, a separate covariate is used to model the
cue, delay, and response phase of the trial. D. The covariates are entered into the modified GLM of the fMRI
time-series data, and a least-squares procedure is used to derive parameter estimates (i.e., beta values) that
scale with the degree to which a given covariate accounts for the variance in the observed data. For example,
the height of the delay covariate can be used as an index of the amount of delay-period activity.

First, in response to transient increases in neuronal

oxygen consumption, the BOLD signal decreases

because the ratio of oxy-Xdeoxyhemoglobin in blood

decreases. This transient decrease has been termed

the initial dip and is currently under increased

scrutiny because it may provide greater spatial

localization than subsequent responses (Ugurbil et

al., 1999; Yacoub & Hu, 2001). Second, a large

increase in signal above baseline is observed begin-

ning approximately 2 seconds and peaking 4 to 6

seconds after the onset of a brief impulse of neural

activity (the precise latency and time course of the

response can vary depending on the individual, the

brain region, or the length of the neural activation;

Aguirre, Zarahn, & D'Esposito, 1998; Buckner,

1998). This increase is caused by a local increase in

blow flow that actually overcompensates for the

amount of oxygen consumed. Thus, the ratio of

oxy-/deoxyhemoglobin increases in the vasculature

near the site of neural activity. Most fMRI studies

primarily focus on this positive phase. Finally, there

is a decrease in signal that most often falls below

baseline and can require tens of seconds to return

to baseline.

Echo Planar Imaging

In a completely uniform magnetic field, the spatial

location of the measured MR signal cannot be

determined. However, by temporarily imposing a

separate magnetic field that varies linearly across a
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volume, known as a gradient, it becomes possible to

temporarily alter the strength of the external mag-

netic field in a spatially specific manner. This spa-

tial encoding is achieved by the application of

gradient fields in three dimensions at critical times

in relation to the RF pulse. Gradients affect which

portions of the brain receive the RF energy (slice

selection gradient, z-direction), the phase in which

the excited nuclei are precessing (phase encoding

gradient, y-direction), and the frequency in which

the excited nuclei are precessing at the time that

the emitted RF energy is reradiated (frequency or

"read-out" gradient, x-direction). The application of

these gradients allows for the transformation of an

acquired free induction decay signal into an image

in Cartesian space, where the matrix size of the vol-

ume is a function of the number of steps in the

three gradients. For example, if an image was cre-

ated using 20 z, 128 y, and 128 x encoding steps, it

would result in a volume of 20 slices containing

128 x 128 pixels or voxels on each slice (a pixel

refers to a distinguishable square of information

within a two-dimensional image, whereas a voxel

corresponds to a box of information in a three-

dimensional image).

The type of information that is obtained by an

MRI scan depends on how and when magnetic gra-

dients and RF pulses are applied (commonly

referred to as the pulse sequence). Fast echo planar

imaging (EP1) is by far the most dominant pulse

sequence technique used for fMRI (Buxton, 2002;

Jezzard, Matthews, & Smith, 2001; Moonen & Ban-

dettini, 1999). EPI differs from other standard

imaging methods in that it acquires multislice vol-

umes of MR images very rapidly. It does this by

applying a rapid cycling phase encoding gradient

where all the phase encoding steps are done in a

single repetition time (TR) after a single RF pulse. In

contrast, more traditional structural MRI tech-

niques apply a single phase encoding gradient step

per TR. Depending on the slice thickness and matrix

size, fMRI studies using EPI may obtain whole brain

coverage every 1 to 3 seconds, (TR = 1-3 s). A num-

ber of alternative pulse sequences, such as spin

echo or spiral sequences, can be used to detect

changes in BOLD signal (Haacke et al., 1999; Noll,

Cohen, Meyer, & Schneider, 1995). These tech-

niques vary in terms of aspects of the RF pulse or

the ordering of gradient steps and have both advan-

tages and disadvantages relative to EPI (Kennan,

1999; Noll, Stenger, Vazquez, & Peltier, 1999).

FMRI EXPERIMENTAL DESIGN AND

ANALYSIS

Because images can be collected at the level of sec-

onds (TR for a single slice can be < 1 s, whole brain

coverage < 3 s), it becomes possible to collect hun-

dreds of images consecutively, with the primary lim-

iting factors being subject to fatigue or movement

over time, or hardware processing constraints. This

allows a wide range of study designs. The prototypi-

cal fMRI experimental design involves a "boxcar" in

which two behavioral tasks alternate over the course

of a scanning session, and the fMRI signal between

the two tasks or between a task and a resting condi-

tion is compared. In the most typical application of

this block design, subjects will perform multiple tri-

als of the stimulation (i.e., experimental) task (say

for 20 seconds) and then multiple trials of the con-

trol task (say for the next 20 seconds), and these

conditions will repeatedly alternate over time. The

primary analysis essentially involves a subtraction in

which one condition is subtracted from the other.

Event-related designs provide the primary alter-

native to the block design (Buckner et al., 1996;

D'Esposito, Zarahn, & Aguirre, 1999). In these

studies, individual trials are treated as discrete

events, rather than being grouped together as a

block of trial. The trials can either be performed in

a temporally discrete manner, such that the hemo-

dynamic response is allowed to return to baseline

between each trial, or trials can be performed in a

manner in which the hemodynamic responses

temporally overlap, but are separated enough that

the responses can be modeled in relation to a ref-

erence function. If responses have significant tem-

poral overlap, as is the case with rapid

event-related designs, successful estimation of the

evoked hemodynamic responses rely on random

presentation of stimuli (i.e., trial Type A is fol-

lowed by Type B as often as B is followed by A)

and highly jittered intertrial-interval durations

(Buckner etal., 1996).
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Block designs have an advantage over event-

related designs in that they provide strong signal

detection characteristics over relatively brief times (a

single functional scan on the level of 4-7 minutes is

often sufficient to detect a substantial BOLD change)

(Liu, Frank, Wong, & Buxton, 2001). However, the

interpretational power of this design is limited

because it cannot disambiguate differential contribu-

tions of events occurring within a block or trial (see

Figure 13.1b). As described following, event-related

designs provide a far more powerful tool in separat-

ing the different components of a task.

Consider a spatial delayed response task. The

task has three main epochs; a cue period where

stimuli to be remembered are presented (say the

location of a briefly appearing dot), an unfilled

retention period where the location of the dot must

be retained in memory, and finally a response

period where a memory-guided response is required

(say a saccade to the remembered location). In a

typical block design, a control condition (not

requiring maintenance but attempting to control for

other sensory and motor features) is subtracted

from the delayed response condition. Because the

requirements of the experimental and control tasks

have similar visual and motor attributes, but differ

in the attribute of interest (i.e., maintenance of the

location), subtracting these two blocks is reasoned

to yield areas active during memory maintenance.

The inferential framework of cognitive subtraction

attributes differences in neural activity between the

two tasks to the specific cognitive process (i.e.,

maintenance; Friston et al., 1996; Posner,

Petersen, Fox, & Raichle, 1988). However, the

assumptions required for this method may not

always hold (Zarahn, Aguirre, & D'Esposito, 1999)

and could produce erroneous interpretation of

functional neuroimaging data. Cognitive subtrac-

tion relies on the assumption of pure insertion—that

a cognitive process can be added to a preexisting set

of cognitive processes without altering the other

processes. If pure insertion fails as an assumption,

then a difference in the BOLD signal between the

two tasks might be observed, not because a specific

cognitive process was engaged in one block and not

the other, but because the added cognitive process

and the preexisting cognitive processes interact.

Continuing with our delayed-response example, the

insertion of a maintenance requirement may

directly impact the other encoding and

retrieval/response processes (e.g., visual encoding;

why encode the cue if it will not be used to guide

the response made after the delay?). The result is a

failure to meet the assumption of cognitive subtrac-

tion. Thus, inferences drawn from the results of

such blocked experiments may fail to specifically

isolate maintenance-related activity.

Event-related designs allow researchers to statis-

tically disambiguate the hemodynamic signals

specifically related to encoding the cue stimulus

and generating memory-guided responses from the

maintenance-related activity present in the reten-

tion interval (Aguirre 6s D'Esposito, 1999). Event-

related designs model each component of the trial

independently (e.g., cue, delay, and response; see

Figures 13.1c and 13.Id). Task designs are often

complicated due to the sluggish hemodynamic

response, but are feasible as long as different com-

ponents of the task are temporally varied in relation

to each other so that separate aspects of the task

can be modeled. Such designs allow separate identi-

fication of brain regions involved in encoding spa-

tial locations, maintaining that information across

the retention interval, and making the memory-

guided response. The ability to model maintenance

separately from other task components thus makes

it possible to avoid assumptions of pure insertion.

Image Preprocessing

Analysis of fMRI data (or PET data) is almost never

performed without first preprocessing the raw data.

These preprocessing steps variably include temporal

filtering to remove signal jitter across adjacent

scans, removal of linear trends in signal intensity,

spatial filtering (also called spatial smoothing), fil-

tering to remove sources of periodic signal fluctua-

tion related to vascular pulsation or breathing,

intrasubject spatial alignment to remove movement

across scans, and coregistration of BOLD data to the

subject's structural MRI to allow visualization of the

images. Finally, intenubject alignment and warping

(resizing) to a common stereotactic space are fre-

quently performed. This final stage allows group

statistical analyses on a voxelwise basis, but comes
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at the cost of spatial resolution and an understand-

ing of individual variability (Brett, Johnsrude, &

Owen, 2002).

Statistical Analysis

A wide range of techniques has been applied to

look at changes in brain activity (Lange, 1999),

with most using some variant of the general linear

model (GLM; Friston et al., 1994). The change in

BOLD signal intensity over time represents the

dependent variable in fMRI studies. Typically, a ref-

erence time series is created that denotes what type

of event and when it happened during a scanning

session. This time series is then convolved with a

standard or empirically derived hemodynamic

response function (which incorporates the sluggish

nature of the hemodynamic response) yielding a

suitable estimate or model of the predicted BOLD

signal. Each of the independent variables (e.g., dif-

ferent types of task events) is represented by a set of

covariates that are shaped like hemodynamic

responses and are shifted in time to account for the

lag. These can be either categorical variables (such

as presence or absence of a task demand) or quanti-

tative variables (such as number of stimuli pre-

sented at a time). The covariates are entered into

the modified GLM with the fMRI time-series data,

and a least-squares procedure is used to derive

parameter estimates (i.e., beta values) that scale

with the degree to which a given covariate accounts

for the variance in the observed data. Similar to tra-

ditional statistical methods, these parameter esti-

mates, when normalized by estimates of noise, are

used to compute inferential statistics such as t val-

ues or F-statistics. These inferential statistics are

calculated on a voxel-by-voxel (voxelwise) basis to

create statistical parametric brain maps.

Some researchers alternatively perform analyses

based on structurally defined regions of interests.

This can have advantages when investigators have a

specific hypothesis about a specific brain region.

However, most investigators prefer a voxelwise

approach because it is not constrained by precon-

ceived ideas regarding the volume or location of

expected activations. The primary drawback with

the voxelwise approach involves the large number

of voxels in the brain, causing a high risk of Type I

statistical error. Thus one needs to perform an

adjustment for the number of independent compar-

isons in each analysis. Because neighboring voxels

are correlated and there exists temporal autocorrela-

tion over time, it is overconservative to apply a sim-

ple Bonferroni correction to these data sets. Instead,

investigators typically apply corrections based on an

estimate of the number of independent resolution

elements (RESELs) or adjust the degrees of freedom

to account for the nonuniformity in the noise. For

instance, an estimate may be made for the number

of independent spatial resolution elements by cor-

recting the total size of the volume of interest by

the Full-Width at Half-Maximum estimate of spatial

resolution (Worsley et al., 1996).

In addition to looking at individual activations,

increased attention is being paid to the functional

relationships between different brain regions

(Mesulam, 1990). Because most psychological phe-

nomena are not mediated by single brain regions,

but instead involve networks of brain regions, it

becomes essential to understand how these brain

regions interact, when their activity is functionally

coupled or uncoupled, and the extent to which

these changes in functional connectivity are related

to experimental variables of interest. Toward this

end, researchers have used a number of strategies,

ranging from correlation analysis to principle com-

ponents analysis and structural equation modeling

(Mclntosh, 1999).

PET PHYSICS AND PHYSIOLOGY

Functional neuroimaging with PET predates the

development of fMRI. PET imaging takes advantage

of the fact that unstable elements (such as 150, UC,

or 18F, which possess too few neutrons relative to

protons) go through a rapid process of decay

involving the release of a positron (positively

charged electron) from the nucleus. Once released,

the positron collides with an electron, which causes

the annihilation of both the electron and the

positron and the production of two high-energy

(511 keV) photons that travel at 180° from each

other (see Figure 13.2). PET cameras consist of

rings of crystals that produce light scintillation
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scintilating

crystal

photomultiplier

tube

FIGURE 13.2. Measurement of positron emissions. A) An
unstable 150 nucleus emits a positron that collides with an
electron, releasing a pair of high-energy 511 keV photons at a
180° angle. The photons are detected by an annihilation pho-
ton detector, which is comprised of crystals that scintillate
when struck by a photon and photomultiplier tubes that
transform the light emitted by the crystals into an electrical
impulse. When two detectors 180° apart are activated, the
coincidence is registered and sent on for signal processing
and image reconstruction. B) Rings of annihilation photon
detectors are arrayed around a subject's head. PET scanners
have multiple rings arrayed in parallel, allowing multislice
data collection. Detection of coincident scintillations at 180°
angles within a ring (in 2-D imaging) or across rings (in 3-D
imaging) allows identification of the approximate location
from which the positron emitting radiotracer is located.
Figure from pages 62 and 63 of Images of Mind by Michael I.
Posner and Marcus E. Raichle. Copyright 1994, 1997 by
Scientific American Library. Reprinted by permission of
Henry Holt and Company, LLC.

when penetrated by photons (Raichle, 1983). This

scintillation is then converted to electrical impulses

that can be amplified and analyzed. Within the

crystals' range of sensitivity, there exists a direct

relationship between the concentration of radio-

tracer present in a brain region and the level of

photon detections arising from that region.

PET allows assessment of multiple aspects of

brain functioning depending on the radiotracer

used. Importantly, PET can be used to measure

regional cerebral blood flow (rCBF). Recall that

when neurons in a brain region become active, they

increase their oxygen consumption, which is com-

pensated for by a substantial increase in rCBF (Fig-

ure 13.la). This increase in blood flow exceeds the

oxygen consumption demanded by the neurons,

making rCBF a particularly robust index of regional

neural activity (Fox & Raichle, 1986; Fox, Raichle,

Mintun, & Dence, 1988). When unstable 150 is

attached to H2, it can be injected directly into the

bloodstream. Once in the bloodstream, H2
150 will

travel wherever the blood travels, such that areas

with the highest levels of rCBF will emit the most

positrons (Herscovitch, Markham, & Raichle,

1983). Thus, by measuring 150 positron emissions,

we can index neural activity. Indeed, the measure-

ment of rCBF with 13O PET represents a far more

simple and direct index of neural activity than the

BOLD response, which is influenced by several dif-

ferent features of the hemodynamic response (i.e.,

blood volume, flow rate, and oxyhemoglobin-

deoxyhemoglobin ratios). The directness of the

179



Zald and Curtis

relationship also makes PET less sensitive to some

of the artifacts associated with fMRI discussed at

greater length later.

The temporal window measured in PET studies is

directly linked to die speed at which the radiotracer

decays. To get adequate signal-to-noise ratios, the

detected positron annihilations are aggregated over

time. With 150, which decays rapidly, one typically

scans for 30 seconds to 90 seconds to achieve ade-

quate signal-to-noise ratios. The data from these scans

dius represents the aggregate of activity during this

window, widi the largest weighting occurring earlier

in die scan when positron emissions are highest (Sil-

bersweig et al., 1993). Therefore, the minimum tem-

poral resolution of 150 PET is on the level of about 30

seconds. In cognitive studies, this dictates that tasks

need to Engage Brain regions for a substantial portion

of a 30-second to 90-second scan window if they are

to produce robust changes in rCBF measurements.

In addition to measuring rCBF, PET can also be

used to measure glucose metabolism in the brain,

which provides an even more direct index of neural

activity. Glucose metabolism is assessed by labeling

a deoxygenated form of glucose with 18E 18F-

deoxyglucose (FDG) is injected into the blood-

stream, and the FDG is taken up by brain regions in

direct proportion to their metabolic demands

(Raichle, 1988). In contrast to 150, the slower decay

of 18F requires imaging over substantially longer

temporal windows, requiring tasks to be carried on

for 20 minutes or longer. Because of this, 150 pro-

vides the primary tool for studying brain activa-

tions, whereas FDG is more frequently used to

make baseline (resting) comparisons between dif-

ferent subject populations.

Radiotracers can also be created by tagging lig-

ands or precursors for various neurotransmitter sys-

tems with 18F or UC (Fowler, Ding, & Volkow,

2003). These radio tracers allow for the assessment

of many of the major neurotransmitters systems,

providing the ability to detect individual or group

differences in neuroreceptor density, transporter

density, and even neurotransmitter synthesis (see

Table 13.1). This has proved highly useful both for

research and, in some cases, clinical diagnosis such

PET Tracers

Tracer
150 (half life = 2.1 min.)

H2
150

System measured

Blood flow/oxygen extraction
fraction

150-C02
18F (half life = 109 min.)

deoxyglucose
Dopa
Fallypride
FLB 457

CFT

spiperone
altanserin
setoperone

11C (half life = 20.4 min.)
raclopride
/V-methylspiperone
cocaine
altropane
SCH23390
carfentanil
diprenorphine
flumazenil
WAY1 00635
spiperone
MDL1 00907

McN 5652

ketamine

Blood flow

Glucose metabolism
Dopamine synthesis
Extrastriatal D2 receptors
Extrastriatal D2 receptors
Dopamine transporter
5HT2a receptors
5HT2a receptors
5HT2a receptors

Striatal D2 receptors
Striatal D2 receptors
Dopamine transporter
Dopamine transporter
Striatal 01 receptors
Mu Opioid receptors
Opioid receptors
Benzodiazipine receptors
5HT1a receptors
5HT2a receptors
5HT2a receptors
Serotonin transporter
NMDA receptors

as assessment of the dopaminergic system in

patients with Parkinson's disease (Kaasinen &

Rinne, 2002).

The binding potential (level at which ligands

bind) is affected by factors such as synaptic competi-

tion, receptor internalization, and changes in affinity

states of receptors following stimulation (Laruelle &

Huang, 2001). This allows PET imaging to assess the

effects of medications on the functioning of different

neurotransmitter systems and has provided insights

into the occupancy levels necessary to achieve thera-

peutic effects (Fowler et al., 1999). Moreover, in

some cases it has become possible to examine the

degree to which behavioral tasks cause endogenous

release of neurotransmitters (Koepp et al., 1998;

Zald et al., 2004; Zubieta et al., 2001).
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PET EXPERIMENTAL DESIGN AND DATA

ANALYSIS

The range of experimental design strategies for PET

is limited by the physical constraints associated with

delivering and measuring radioisotopes. At a mini-

mum, 15O studies involve an aggregation of activity

occurring over 30 seconds or more, and for metabo-

lism and neurotransmitter studies the aggregation

covers 20 to 60 minutes. This temporal resolution

precludes event-related types of designs and makes

it difficult to dissociate the different processes

involved in a task. The total number of radiotracer

injections (and hence scans) is limited by radiation

exposure and the need to allow previously adminis-

tered radiotracers to decay substantially before start-

ing the next scan (this takes hours for UC and 18F

and about 8 to 10 minutes for 150). With 150, one is

typically limited to about 12 scans in a 2-hour scan-

ning session, and with 18F and UC, one is typically

limited to 2 to 4 scans (usually scheduled on differ-

ent days because the subjects would need to spend

hours waiting for the isotope to decay between

scans). However, because the data in each scan is an

aggregate of activity over time, a single contrast

between two PET scans can be informative, whereas

a contrast between two individual BOLD images

(one phase each) has little value.

The most common PET analysis involves a sim-

ple subtraction paradigm. As with block designs in

fMRI, these analyses are efficient and straightfor-

ward, but often depend on the problematic assump-

tion of pure insertion. Parametric designs, where a

variable is quantitatively manipulated across differ-

ent conditions, and factorial designs are also fre-

quently implemented. All of the preceding designs

can be analyzed within the framework of the gen-

eral linear model (Friston et al., 1995). Studies

examining the covariance of activity across regions

and application of techniques to assess functional

connectivity are also possible, although the statisti-

cal power to apply such techniques is often

restricted by the limited number of scans (Friston,

Frith, Liddle, & Frackowiak, 1993; Zald, Don-

ndelinger, & Pardo, 1998).

CONVERGENCE ANALYSIS TO DEAL WITH

METHOD VARIANCE WITHIN

NEUROIMAGING STUDIES

Although rarely attributed to Campbell and Fiske's

pioneering descriptions of the MTMM approach,

the core ideas inherent in the MTMM concept can

be seen in the convergence approaches that are

used in many neuroimaging studies. Convergence

approaches have become increasingly popular in

functional neuroimaging in response to one of the

core problems in the field. Specifically, a multitude

of stimulation tasks or procedures exist that can be

used to engage a particular psychological construct

or brain region, with each variation possessing

slightly different properties. In other words, each

stimulation paradigm comes with its own method

variance, and not surprisingly, substantial inconsis-

tencies emerge in the literature. To deal with this,

many neuroimaging researchers have begun to use

procedures to look at the convergence of responses

across procedures. In its simplest form, this is

accomplished with a simple logistic analysis in

which each effect is transformed voxel by voxel into

a binary representation of whether the voxel was

activated above a certain threshold. These binary

representations are then summed or multiplied

across contrasts to produce a spatial map of areas

activated in more than one condition.

A convergence approach also helps deal with the

problem of pure insertion. As noted earlier, in a

simple subtraction design it is impossible to deter-

mine if a change in brain activity relates to the

inserted cognitive component or to changes in

other components that arise as a consequence of

the inserted component. However, by using multi-

ple stimulation-control contrasts it becomes possi-

ble to more clearly parse the component in

question from its effects on other task components.

Imagine, for instance, a judgment task in a given

sensory modality that is contrasted with a passive

task in which the stimulus is presented but no

judgment is made. It is difficult to know if changes

in brain activity are related to the judgment itself or

if the act of making the judgment caused modality-
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specific changes in sensory processing because of

increased attention to the stimulus rather than the

act of making the judgment. Now, if we run similar

experiments in other sensory modalities, we can

analyze them to determine common vs. modality-

specific activations. The areas that are active in all

tasks can be considered modality independent

processes and cannot be attributed to factors such

as increased attention to a specific stimulus cate-

gory. Thus, even if the assumption of pure insertion

fails in a given task, it becomes possible to separate

activations related to the component of interest (the

judgment) from changes in other processes (modal-

ity-specific attention) that arise as a consequence of

the task insertion. Of course, a delineation of the

common activations may fail to detect sensory-spe-

cific processes that are directly related to the com-

ponent in question. Nevertheless, the remaining

modality insensitive, common regions of activation

will be more clearly attributable to the component

of interest.

Price and Friston (1997) referred to this

approach of examining the commonalities between

activations arising in different contrasts as "cogni-

tive conjunction analysis." It is worth noting that

when applied in neuroimaging, particularly among

researchers using the popular SPM program

(Department of Cognitive Neurology, London,

UK), the conjunction refers to the presence of a

main effect in the absence of differences in simple

effects at a given voxel. The analysis is performed

by taking the sum of all activations [(stimulationj -

controlj) + (stimulation2 - contro!2) . . . ] and elim-

inating voxels where there exist significant differ-

ences among the individual contrasts [(stimulationj

- controlj) - (stimulation2 - contro!2) . . . ].

Convergence and Divergence Across Brain
Regions
Because neuroimaging experiments provide data on

multiple brain regions simultaneously, neuroimag-

ing data need not be limited to a single entry in an

MTMM matrix. Rather, different brain regions can

be sampled to examine the extent to which activity

converges or diverges across brain regions. For

instance, in considering a measure related to atten-

tion, it may be useful to know that task perform-

ance correlates with activity within the frontal eye

field, parietal cortex, and anterior cingulate (all

areas involved in attention), but not with activity in

the temporal lobe or Broca's area (which is not a

component of the system). In this situation, the dif-

ferent brain regions can be equated with different

traits in the MTMM matrix. The question becomes,

Do anatomically connected or functionally related

brain regions (i.e., related traits) show convergence,

whereas functionally or anatomically unconnected

(i.e., unrelated traits) show divergence? Applying a

network approach, one can treat functional cou-

plings (covariance) between regions as separate

traits. We can then ask whether different tasks pro-

duce convergent or divergent effects on the func-

tional connectivity between regions.

Considered in this framework, neuroimaging is

highly compatible with the MTMM approach, allow-

ing the assessment of convergence and divergence

across stimulation methods and the brain regions

activated by those methods. However, this approach

is rarely formally applied in the neuroimaging field.

This in part reflects the difficulty in ascribing brain

activations in a given region to a specific function.

For instance, although the dorsolateral prefrontal

cortex frequently activates during working memory

tasks, it also activates during tasks that are not

specifically related to working memory (D'Esposito,

Ballard, Aguirre, & Zarahn, 1998). Indeed, the mul-

titude of functions proposed for the prefrontal cor-

tex makes it unlikely that a single discrete process

can explain all the varied tasks that lead to increased

activity in the region (Duncan & Owen, 2000).

Thus, it would be unwise to assume that activation

of the dorsolateral prefrontal cortex (or other brain

regions involved in working memory tasks) neces-

sarily indicate the involvement of working memory

in a given task. On the other hand, if we have three

areas, each of which are engaged by multiple cogni-

tive tasks, but that only show simultaneous activa-

tion during working memory, then the multiregion

approach could prove highly useful.

Integrating Neuroimaging Data With Other

Data in a Multitrait-Multimethod Framework

Assessment of psychological constructs has tradi-

tionally focused on behaviors that are either directly
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observable by a researcher or can be reported by the

examinee. Neuroimaging can supplement these

methods of assessment by providing information at

a neural level. Although, one might be tempted to

view this at a causal level (i.e., the brain activity

causes the behavior, or the behavior causes the

brain activity), it need not be viewed as such.

Rather, neuroimaging data can be viewed as just

another indicator or correlate of a psychological

process or trait. However, neuroimaging data are

qualitatively different from most other types of

measures in psychological research in that the

brain's response can be measured without requiring

the subject to make a behavioral response or use

introspection. Thus response may be measured

uncontaminated by requirements to self-monitor or

control a motor act (both of which may add

method variance in psychological studies).

Imagine, for instance, the assessment of a per-

sonality trait. A number of investigators have

found neural correlates of personality either in

terms of resting data or the degree of activation

during stimulation (see Canli, Sivers, Whitfield,

Gotlib, & Gabrieli, 2002; Gusnard et al., 2003;

Zald et al., 2004). By combining neuroimaging

data with other self-report, observer rating, or

experimental performance measures, we may

increase accuracy in assessment. In such a para-

digm, levels of regional brain activity would

be predicted to converge with self-report and

objective ratings of the trait of interest, but not

other traits.

The MTMM approach can similarly be applied

to the assessment of a psychological process. Imag-

ine you are testing subliminal processing of visual

stimuli using a tachistoscopic method. The pres-

ence of subliminal processing is traditionally tested

by having subjects "guess" about stimulus features

in the absence of an explicit awareness of having

seen the stimulus. Performance significantly above

chance provides evidence for subliminal processing.

Now, if we simultaneously scan subjects with fMRI

and see BOLD responses that are temporally linked

to the presentation of the stimuli, we could use the

fMRI data as a second source of evidence that sub-

liminal processing occurred. Because neither meas-

ure is likely to be 100% sensitive or selective, the

combination of the two types of data may dramati-

cally increase predictive power.

A critical problem must be resolved before

including functional imaging data in a MTMM

matrix. Specifically, the precise relationship between

activations and behavioral performance cannot

always be predicted in advance. In some cases,

higher activations may reflect greater performance

or ability level. However, in some cases, subjects

with lower ability may have to activate a region

more to perform a task at an equivalent level to a

more skilled person. This issue has been particu-

larly salient in the psychiatric imaging literature,

where researchers attempt to draw conclusions

about the relationship between functional activa-

tions and the neural substrates of psychiatric condi-

tions. This is essentially an empirical question.

Once we understand the nature of performance-

activation relationships, it becomes reasonable to

consider the neuroimaging data in a MTMM matrix.

Unfortunately, because of the expense of collect-

ing neuroimaging data, it seems unlikely that neu-

roimaging data will be routinely used as a

component in MTMM matrices. However, its utility

may be appraised in terms of a cost-benefit analy-

sis. In situations where the neuroimaging data has

significantly greater sensitivity or selectivity than

other forms of data, then the benefit of its inclu-

sion may outweigh the costs. Plus, with the advent

of data sharing through the fMRI data center

(http://www.fmridc.org), which is a public reposi-

tory of peer-reviewed published fMRI data,

researchers can potentially pool data from dozens

of studies that fit key cells in MTMM matrices.

Simultaneous Measurement of Other

Variables to Enhance Understanding of

Neuroimaging Data

Although the preceding discussions have focused on

the ability of neuroimaging data to provide informa-

tion on psychological constructs, a multimethod

approach can also prove extremely useful in direct-

ing the interpretation of neuroimaging data. Group

statistical analyses often proceed on the assumption

that all subjects performed a cognitive task in a simi-

lar manner or responded similarly to procedures

aimed at inducing a specific psychological state.
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Unfortunately, verification of this assumption is

often difficult. For instance, if we wish to study fear,

it is important that we verify that we indeed induced

fear and not disgust or other negative emotions. If

we lack certainty that the intended state was pro-

voked, then we cannot confidently assume that the

brain responses occurred in relationship to the cog-

nitive process or psychological state in question. The

solution to this problem is to triangulate on the

desired response using multiple methods, including,

for example, measurement of task performance, self-

report, and psychophysiological recording. As con-

vergent evidence verifies the induction of the

intended process or state (and not an unintended

state), confidence in interpreting brain responses

increases. This triangulation strategy is an example

of the multilevel analytic approach described in the

preceding chapter by Berntson and Cacioppo, in

which information from different levels is used to

mutually tune and calibrate data or concepts across

different levels of analysis.

Unfortunately, a problem arises in trying to inte-

grate fMRI data with simultaneous collection of

other types of data. Specifically, fMRI is both sensi-

tive to artifacts caused by psychophysiological

recording devices and causes interference in those

same devices. Nevertheless, it is possible to imple-

ment psychophysiological recordings such as gal-

vanic skin response, heart rate, blood pressure, and

eye tracking within the fMRI environment (Savoy,

Ravicz, & Gollub, 1999). These measures are all

easily implemented in the PET environment as well.

Similarly, measures of hormonal responses such as

cortisol can be collected in the scanner environ-

ment. The large differences in time scales of these

various measures can cause interpretational issues

when moving across levels. Nevertheless, the bene-

fit of collecting such measures should be increas-

ingly apparent.

METHOD VARIANCE AND NEUROIMAGING

Neuroimaging researchers have often highlighted

sources of method variance associated with specific

technical steps in neuroimaging, such as the effects

of using different techniques for spatial normaliza-

tion, movement correction, or modeling the hemo-

dynamic response. In contrast, because neuroimag-

ing data has usually been collected in relative isola-

tion, much less attention has been paid to overall

sources of method variance when attempting to

include neuroimaging data as part of a larger multi-

method approach. In such a context, attention to

the temporal, spatial, and other methodological lim-

itations of PET and fMRI become paramount.

Because these limitations substantially influence

both the level of noise in the data and the ability to

detect relevant activations, they will directly influ-

ence the utility of including neuroimaging in a

MTMM matrix. The following section describes six

important sources of method variance in neu-

roimaging studies: (a) temporal resolution, (b) the

nature and source of the signal change, (c) spatial

resolution, (d) anatomical variability, (e) imaging

artifacts, and (f) influences on functional activa-

tions unrelated to brain processes.

Temporal Resolution
Because of the nature of both radioisotope decay

and the slow time course of the hemodynamic

response, the temporal resolution of neuroimaging

is inherently limited. The sluggish nature of the

hemodynamic response prohibits the detection of

numerous events that occur on a millisecond time

scale and may be conceptualized as a low-pass fil-

ter that prevents detection of higher frequency

information. The temporal resolution is particu-

larly poor for PET, which is largely insensitive to

transient responses unless they are sustained or of

large magnitude. The different temporal limita-

tions of PET and fMRI almost certainly lead to sit-

uations in which the results of the two techniques

disagree with each other, leading to nontrivial dif-

ferences in conclusions (Zald, 2003). Similarly,

both techniques may fail to converge with data

from techniques such as single-cell recordings,

event-related potentials, and near infrared optical

imaging, which are sensitive to changes at the

millisecond level.

The Nature and Source of the Signal Change
Neuroimaging studies measure changes in signal

magnitude. However, many processes in the brain
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may be characterized by changes in firing patterns

or synchronization among neurons, rather than

changes in overall firing rates (Lestienne, 2001;

Neuenschwander, Castelo-Branco, Baron, & Singer,

2002). Neuroimaging studies will often be insensi-

tive to such changes.

Equally important is a consideration of the

source of rCBF/BOLD changes, which in addition to

the neuronal output signals are also significantly

associated with input to a region and local process-

ing within the activated region (Logothetis, 2002).

Thus, when an area shows increased rCBF or BOLD

signal, the finding may not directly inform us about

the region's output. This differs from many electro-

physiological techniques that solely examine a brain

region's output.

Spatial Resolution

The inherent resolution of high-quality, commer-

cially available PET scanners is around 4 to 7 mm

(full-width half-maximum; DeGrado et al., 1994;

Spinks et al., 2000). This is high enough to measure

activity in most cortical and subcortical regions, but

limits the ability to look at subnuclei and often

leads to difficulties in determining the exact origin

of foci that occur near the boundaries between

regions. By comparison, fMRI is capable of higher

spatial resolution. However, many fMRI studies are

performed with parameters that provide no higher

spatial resolution than that produced by high-qual-

ity PET cameras. Moreover, draining vein effects

often lead to mislocalization of the source of fMRI

signals (Lai et al., 1993), thus lowering the effective

resolution for localizing responses. Both fMRI and

PET images are usually filtered to a lower spatial

resolution after the data is collected. This filtering

serves several purposes. First, it reduces noise and

hence improves signal to noise characteristics. Sec-

ond, it lowers the number of resolution elements

and hence reduces correction factors for multiple

comparisons. Third, it improves the detectability of

large-volume activations (Poline & Mazoyer, 1994).

However, this comes at the cost of restricting the

ability to detect more discrete focal activations and

therefore biases the methods toward detections of

large-volume activations. This bias is at its most

extreme in older PET studies, but remains a bias in

the fMRI literature as well.

Anatomic Variability

Imaging data is also smoothed to remove minor dif-

ferences in anatomical variability across subjects.

Anatomical variability is a constant issue faced in

neuroimaging. Different warping algorithms and

landmark systems have been proposed to optimize

coregistration in different regions of the brain. It is

clear, though, that humans show variability in both

the structural and functional topography of the brain

that cannot be overcome by coregistration. Most

researchers naturally focus on group analyses to

report common areas of activation. However, this

approach fails to capture more idiosyncratic activa-

tions. Moreover, in regions of high structural vari-

ability and in tasks that localize to variable locations,

the group analysis may fail to detect relevant activa-

tions. For instance, portions of the fusiform gyms

are responsive to faces, but the precise location varies

across subjects (Kanwisher, McDermott, & Chun,

1997). In such a situation, group analyses could eas-

ily fail to detect the presence of this region.

Imaging Artifacts

All neuroimaging techniques are sensitive to arti-

facts associated with data collection that can appear

as either false positives (signal change unrelated to

brain activity) or false negatives (failure to detect

real changes in brain activity). With PET, the most

significant artifacts are associated with subject

movement and variability in the timing or amount

of radiotracer delivery. Many of these can be meas-

ured and adjusted for, but they may nevertheless

impact the quality of PET results.

Functional MRI is more prone than PET to arti-

facts, with even small movements producing large

changes in signal within individual voxels. Signal

changes caused by periodic motion from breathing

or cardiac pulsation can similarly hinder detection

of changes in brain activation (Hu, Le, Parrish, &

Erhard, 1995). Indeed, in many cases artifactual

changes in MRI signals are substantially larger than

the changes in BOLD signal associated with neural

activation. Moreover, certain areas of the brain are
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extremely difficult to measure with fMRI because of

signal dropout caused by boundaries between brain

tissue and air (Farzaneh, Riederer, & Pelc, 1990).

Because of this signal dropout, PET can detect

changes in certain brain regions where many fMRI

studies will produce false-negative results (particu-

larly in ventromedial frontal and anteriormedial

temporal regions). Many techniques exist to address

these problems, but the quality of the data must be

considered on a case-specific basis, especially when

considering negative findings.

Influences on Functional Activations

Unrelated to Brain Processes

When we see individual or group differences in the

magnitude of activations in brain-imaging studies,

we frequently assume that these differences arise

from differences in the level of brain activity in a

given region. However, this assumption can be

problematic. For instance, in fMRI, the magnitude

of the BOLD response to visual stimulation is asso-

ciated with levels of hematocrit in the blood (Levin

et al., 2001). Because individuals differ in hemat-

ocrit levels, and men have higher overall hematocrit

levels than women, these differences can easily con-

found interpretation of differences in BOLD magni-

tude. Attention to such variables becomes especially

important if functional activations are going to be

used as an assessment measure.

PSYCHOMETRIC PROPERTIES OF

NEUROIMAGING DATA

The selectivity, sensitivity, criterion validity, and

test-retest reliability can be calculated for both PET

and MRI studies. Establishing the test-retest reliabil-

ity of most baseline PET measures is relatively

straightforward (Ball, Fox, Herscovitch, & Raichle,

1988; Nyberg, Farde, & Halldin, 1996; Schmidt et al.,

1996), although this literature remains surprisingly

small considering the increasing use of these meas-

ures in clinical diagnosis. Establishing the test-retest

reliability of activations caused by stimulation para-

digms is a trickier issue. Reliability in these paradigms

will always be task and region specific, making it

impossible to make generalizable statements about

reliability. Nevertheless, there are increasing attempts

to define the test-retest reliability of the activations

associated with specific cognitive and motor tasks

(Fernandez et al., 2003; Kiehl & Liddle, 2003; Maitra,

Roys, & Gullapalli, 2002; Specht, Willmes, Shah, &

Jancke, 2003). This issue has proved particularly

important when fMRI is used as part of presurgical

planning for intractable epilepsy. Obviously, a neuro-

surgeon needs to know which measures (neuropsy-

chological data, WADA procedure, etc.) provide the

most valid and reliable information about functional

localization of cognitive tasks (particularly language

tasks) before choosing to remove part of a patient's

cortex. However, determination of the psychometric

properties of neuroimaging data is complicated by the

fact that the data sets include information on magni-

tude of change (or the degree of temporal correlation)

and location of activation. For instance, imagine per-

forming a receptive language study on a patient on

two occasions. In both cases the subject demonstrates

activation in the left superior temporal gyrus, but the

emerging foci, although within 5 mm of each other,

do not overlap. Depending on one's criteria, this could

be viewed as a replication or a failure to replicate.

When viewed loosely (for instance, in terms of hemi-

spheric asymmetries within the temporal or frontal

lobe), such tasks have typically shown good reliability

(Fernandez et al., 2003; Rutten, Ramsey, van Rijen, &

van Veelen, 2002). In contrast, when viewed on a

voxelwise basis, the overlap between activations

across sessions tends to be much lower (Fernandez et

al., 2003).

Attempts to use functional neuroimaging for

diagnoses have also provided information regarding

the sensitivity and selectivity of this information.

This has received particularly strong attention in

the diagnosis of early Alzheimer's disease (Petrella,

Coleman, & Doraiswamy, 2003). Research along

similar lines will clearly need to be performed if

functional neuroimaging is to reach its full potential

as an assessment tool, regardless of whether it is

used in isolation or as part of a MTMM matrix.

IMPLICATIONS BEYOND THE FORMAL

MTMM APPROACH

The examples given in earlier sections of this chap-

ter have described how neuroimaging data can be
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used within a formal application of the MTMM

approach. However, the general approach toward

looking for convergence and discrepancies across

methods and traits can be applied as an evaluative

strategy, even in situations where it is not possible

to use the same methods in the same subjects. In

such a situation one cannot produce a covariance

matrix across methods, but one can nevertheless

use an emphasis on convergence and divergence for

evaluating hypotheses.

Sarter, Cacioppo, Berntson, and colleagues

(Cacioppo et al., 2003; Sarter, Berntson, & Cacioppo,

1996) have articulated the importance of under-

standing the type of information that functional

neuroimaging studies provide relative to other types

of neuroscientific data. Specifically, most neu-

roimaging studies provide information on the prob-

ability that a given brain area activates as a function

of a cognitive process (i.e., the experimenter per-

forms a task aimed at inducing a specific cognitive

process and determines whether the task leads to

activity in a specific brain region). In contrast, such

studies do not typically provide information on the

probability that a given cognitive process arises as a

function of activation of a specific brain region

(although researchers frequently make the erro-

neous interpretation that the results provide this

information). Such a conclusion would only be true

if there is a one-to-one correspondence between the

brain region's activity and the cognitive process,

and we rarely possess evidence for such a one-to-

one correspondence. Sarter et al. argue that to fully

understand the bidirectional relationship between

brain activity and cognitive processes, one needs to

integrate other types of paradigms (such as lesion

or electrical stimulation data) that allow direct

manipulation of brain regions and thus provide

information on the probability of a cognitive

process given activity (or lack of activity) within a

specific brain region.

The preceding analysis parallels a classic distinc-

tion in the neurobehavioral field between brain

areas that are activated in a task and brain areas

that are necessary for performance of the task.

Taken alone, neuroimaging typically only addresses

the question of what is activated and fails to address

whether that activation is necessary. In contrast,

neuropsychological studies of patients address what

is necessary, but not what is activated. Thus, to

answer the question of what is both engaged and

necessary in a task, one needs to use both methods.

The greatest clarity arises when both methods con-

verge to show that an area is both necessary for and

engaged by a task involving a given psychological

process, but is not necessary or engaged by tasks

that do not require that psychological process.

Considered in this light, it also becomes neces-

sary to expand the MTMM approach to include data

from other species. Specifically, most techniques

that allow us to look at the causative effects of

manipulating brain regions can only ethically be

carried out in nonhuman populations. These animal

studies typically proceed on the assumption that

(a) there are "homologous" brain regions across

species, (b) these regions perform the same tasks,

and (c) the regions perform the tasks in the same

way. However, despite many features that are con-

served across species, even a cursory study of neu-

roanatomy reveals substantial interspecies

differences. Given these potential cross-species dif-

ferences, we need evidence of convergence and

divergence across methods used in different species.

It thus may prove useful to take a multitrait-multi-

method-rnultispecies approach to evaluating

brain—behavior relationships. In summary, the core

logic articulated by Campbell and Fiske provides an

extremely useful overall strategy for placing neu-

roimaging research within the larger field of psy-

chology and neuroscience, even in situations where

formal MTMM analyses are not feasible.
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NONREACTIVE METHODS IN
PSYCHOLOGICAL RESEARCH

Immo Fritsche and Volker Linneweber

Participants in social science research usually think.

That is, they interpret the actions of a researcher

and relate it to their own beliefs, emotions, and

intentions. Accordingly, the behavior they exhibit

during investigations is controlled by what they

think is appropriate, depending on their interpreta-

tion of the study situation and their motivation to

comply with these assumed requirements. Hence,

what is often measured is not a "natural state" but

the participant's intentional presentation. Imagine

inviting people to participate in a study on helping

behavior in which you are interested in the individ-

ual inclination to help others in need. You ask the

subjects to indicate whether they would be willing

to donate blood for a charitable organization. In

many cases, however, the answer you receive might

not say a lot about the participant's actual behavior

or corresponding intentions, but rather about the

participant's proper understanding of the study's

demand characteristics (Orne, 1962) or about the

relevant social desirability norms.

However, even if we adopt the more optimistic

view that research participants do not think (even

not unconsciously), the validity of the data

obtained in investigations specifically designed to

record some variable of interest might still be

doubtful. That is because we can at least expect

thinking on the part of the researcher. More specifi-

cally, we may assume that the researcher arranges

the research setting in such a way to allow the prac-

tical and convenient measurement of the construct

of interest. Unfortunately, even the nonthinking

participant's willingness to donate blood does not

necessarily say a lot about his daily conduct. We

can suppose that throughout the course of his daily

life, your subject will never be confronted with

appeals for help like the one you were kind enough

to present in your investigation.

Participant behavior under the influence of

thinking by both the participant and the researcher

can be called "reactive" if it is a subject's reaction to

a specific situation, intentionally created for

research by a researcher. Here, bias occurs not only

by fault of the participants (subject bias) but also

due to the influence of the researcher (experimenter

or observer bias1) as well. Reactive measurement

restricts what Brunswik (1947) called the data's

"ecological validity." Although not yet ultimately

defined in the psychological science, high ecologi-

cal validity indicates that the results from an inves-

tigation may predict the item's behavior in its

ordinary context.

Psychologists have tried to cope with the short-

comings of reactive methods by introducing various

measures aimed at preventing subject and experi-

menter biases. Probably the most radical approach

has been the proposal of "nonreactive" or "unobtru-

sive" measures, first stated in the groundbreaking

work of Webb, Campbell, Schwartz, and Sechrest

(1966). They systematically start discussing what

has been previously known as "reactive effect of

measurement" and "reactive arrangement bias"

'For the dynamics of experimenter effects, see also research on what has been called the "Rosenthal effect" in psychological experimentation

(Rosenthal, 1976) and the "Pygmalion effect" in education (McNatt, 2000).
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(p. 13). The table of contents reflects what was of

interest when psychology started discussing alterna-

tives to traditional measurement. Nonreactive meas-

ures suggested by Webb et al. (1966) include an

examination of physical traces such as natural ero-

sion and accretion and archives such as those found

in various public and private records. Finally, they

elaborated on the potential utility of simple and

contrived observation methods for unobtrusive

measures. Even though these unobtrusive measures

refer explicitly to overt behavior and its products, it

is often a goal of researchers to measure not only

the behavior in a nonreactive manner, but internal

variables such as attitudes, emotions, and abilities

as well. More than 10 years later, in a reader edited

by Lee Sechrest (1979), Bochner (1979) added

some considerations concerning unobtrusive field

experiments in social psychology, thus demonstrat-

ing that further developments occurred, particularly

with respect to the issue of social desirability and in

applied research in general.

APPROXIMATION TOWARD

NONREACTIVITY

Now that the phenomenon of reactivity has been

introduced and the development of nonreactive

techniques has been briefly outlined, we will elabo-

rate in more detail on the nature of nonreactive

measurement. First, we give an overview of classical

as well as recently developed techniques followed

by a sketch of the boundaries of nonreactive meas-

urement, consisting of validity threats and ethical

considerations.

Nonreactive Measures as Distinct
Techniques
In the literature, the term nonreactive measurement

is used in at least two senses, in a dichotomous as

well as a continuous sense. Textbooks often think

of nonreactive measures as representing a distinct

set of procedures sharply different from reactive

methods. Actually, there is a comparatively stable

core of measures that are commonly subsumed

under this heading. In social psychology, for

instance, one of the most cited and consequently

most prototypical nonreactive method is the so-

called lost letter technique (Milgram, Mann, & Har-

ter, 1965), which is used as an indirect measure of

attitudes. To implement this technique, stamped let-

ters are distributed in specified residential areas,

appearing to the chance observer to be lost by

someone. They are addressed to different organiza-

tions, representing the attitude objects. For exam-

ple, if researchers are interested in the relative

approval of religious groups like Christian and

Muslim, not biased by social desirability concerns,

they could "lose" those letters addressed to either a

church or a mosque. In actuality, the letters are

addressed to the researcher via a post office box.

The number of letters the researchers receive is

taken as an indicator of the prevailing attitude

toward the respective group (i.e., Christian or Mus-

lim) in a specified area (for a test of the technique's

convergent validity, see Cherulnik, 1975; for an

advanced version, see also the lost e-mail technique

by Castelli, Zogmaister, & Arcuri, 2001; also

applied in Vaes, Paladino, Castelli, Leyens, & Gio-

vanazzi, 2002). Although the interpretation of this

method might be flawed by some problems (see fol-

lowing text), the technique guarantees nonreactive

measurement insofar as the participants are not

aware of their participation in an attitude test. This

nonawareness is the most important criterion of

nonreactivity that was identified by Webb et al.

(1966) in their classic work on unobtrusive

measures. This term is applied to those measures in

which the studied individual "is not aware of being

tested and there is little danger that the act of meas-

urement will itself serve as a force for change or

elicit role-playing that confounds the data" (p.

175). Unobtrusiveness and nonreactivity are often

used synonymously. However, the term nonreactivity

should be differentiated from unobtrusiveness in

two ways. First, nonreactive measurement should

be defined in a more comprehensive way than has

been done for unobtrusive techniques (cf. Folger &

Belew, 1985), not only focusing on whether and

how research subjects perceive the act of measure-

ment but also keeping in mind the researcher and

her potential contribution to instrument reactivity

(experimenter or observer effects; e.g., Rosenthal,

1976). Ideally, not only the subject but also the

researcher should not be aware of the measurement
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when it occurs. As the second aspect of definition,

it should be made clear that nonreactivity refers to

the ultimate outcome of measurement and not to

the means by which this end is achieved (i.e., that

the subjects are not aware of being tested). Hence,

we define nonreactive measures simply as those

measures in that participant's behavior that are not

influenced by social interaction with the researcher,

because both directions of this interaction are per-

ceived as potential sources of distortion. However,

although measures like the lost letter technique are

commonly perceived as nonreactive, in many of

these measures an interaction between researcher

and research subject occurs that might influence the

participant's behavior in an indirect fashion. With

regard to our example, the letters are not really lost

but are placed in precise locations by researchers.

Time and place of the letter distribution as well as

the choice of addressee follow intentional action by

the researcher that might subtly influence the par-

ticipant's behavior in the sense of "cuing" (Folger &

Belew, 1985). One might be able to counteract these

potential distortions by balancing time, place, and

research assistant according to the variables

assumed to be confounding like the economic back-

ground of the sample, social status, or political atti-

tudes of the assistants, and so on. Although these

additional steps would be likely to reduce reactivity,

they are not a unique part of the technique itself.

Furthermore, the additional techniques that reduce

a measurement's reactivity are incorporated into

most psychological methods of data acquisition.

Therefore, instead of thinking of reactive and non-

reactive measures in a dichotomous way, a continu-

ous definition of nonreactivity might actually be

more suitable.

Nonreactivity as a Continuous Concept
A continuous conception of nonreactivity assumes

it to be an ideal state rather than a feature inherent

in certain techniques of measurement. Here, meas-

ures are assumed to vary in the extent to which they

come close to this ideal. According to this notion,

the reactivity of a measure increases with the extent

to which both the research subject and the

researcher are involved in the act of measurement.

We will now introduce six types of measures (see

Table 14.1) that vary in the extent to which nonre-

activity is realized, starting with the Type 5 meas-

ures that exhibit the highest degree of nonreactivity.

Type 5. This type of data is generated without any

initial intention of measurement on the part of the

researcher and, consequently, is also collected with-

out any awareness of such an intention on part of

the participant, thus representing the most nonreac-

tive and unobtrusive method that can be thought of

(Table 14.1, Type 5). Examples of such measures are

the various natural accretion and erosion measures

(Webb et al., 1966) referring to material and settings

not placed or designed for research purposes. These

measures use physical "traces" of behavior that, for

example, might manifest themselves as remnants

like garbage that can be interpreted as an indicator

of certain lifestyles, or they can be found in erosion

phenomena such as in the paths pedestrians make

in the snow showing their preferred routes. Another

example of a Type 5 measure (Table 14.1) is the

content analysis (see Lubinski, this volume, chap. 8)

of archival material. This may be considered a non-

reactive measure if there is a guarantee that the

records represent natural behavior or if, at the very

least, the researchers are aware of the conditions and

original aims of potentially reactive data generation

in the past. They have to make sure that those spe-

cific circumstances of data generation have not dis-

torted measurement in a way that could influence

the results of their present investigations. Accord-

ingly, as a database for the measurement of an indi-

vidual's health status, for instance, using archival

self-report data on individual absenteeism should be

less reliable than analyzing the individual costs sta-

tistics from a health insurance company. Although

such analyses are not immune to the researchers'

interpretational bias, the mere generation of the data

is indeed free of researcher bias.

Type 4. Table 14.1 specifies additional types of

measurement that represent differing lesser degrees

of nonreactivity. Type 4 measures do not make use

of naturally occurring records, but rather measure

behavior in a deliberately selected setting or even

create opportunities for subjects to behave in a cer-

tain way. This behavior is a top-down operational-

ization of the variables the researcher is interested
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Continuum of Nonreactivity in Measurement

Setting initially designed or
selected for research

Participants are aware of
the research setting

Participants are aware of
the research question

Participants are aware of
the research hypothesis

Participants are aware of
the measures' manipulability

Examples

Typed

yes

likely

likely

likely

likely

Participative

Low

Typel

yes

likely

likely

likely

no

Bogus pipeline

Level

Type 2

yes

likely

likely

no

no

Personality

of nonreactivity

TypeS

yes

likely

no

no

no

Cover story

Type 4

yes

no

no

no

no

Lost letter

High

TypeS

no

no

no

no

no

Analysis of
expert interviews technique questionnaires experiments technique archival data

in and has hypotheses about. However, in this type

of measure, subjects are not aware of being the

object of measurement. Examples of Type 4 tech-

niques include hidden observation, many of the

controlled accretion and erosion measures (Webb et

al, 1966; see also later in this chapter), as well as

the lost letter technique mentioned earlier. In the

latter method, for example, a behavior is recorded

that would not have occurred naturally and without

the intervention of the researchers, simply because

the letter addressed to the mosque would not have

been found lying in front of a mailbox. We have

previously discussed possible experimenter effects

in applying the lost letter technique that might be

transmitted by the active design of the situation. Of

course, Type 4 measures also have important advan-

tages-over the use of already existing records. If, for

example, researchers are interested in inferences of

causal relationships between predefined variables,

they must be able to manipulate specific features of

the subject's environment to ascribe differences in

the dependent measure to the work of specific

experimental conditions (see also Erfelder &

Musch, this volume, chap. 15). Take, for instance,

the director of an arts museum who assumes that

children are more attracted to colored pictures than

adults and that adults, as opposed to children, are

more interested in looking at pictures of high

unconventionality. To test both hypotheses in a 2

(picture in color vs. black and white) x 2 (picture

of high vs. low unconventionality) X 2 (adults vs.

children) factorial design, the director could first

equip one exhibition room with pictures represent-

ing combinations of the respective conditions (color

and high unconventionality, color and low uncon-

ventionality, black/white and high unconventional-

ity, black/white and low unconventionality). In a

second step, the director would measure the

amount of attention paid to each picture and

whether children or adults are paying the attention.

Following Webb et al. (1966), measuring carpet

erosion in front of each picture would also provide

an estimate of relative attractiveness. Because of the

need to differentiate between adult and children

visitors, the underlying material should be sensitive

enough to depict the size of shoes. Hence, the

192



director decides that a high and soft flooring is nec-

essary. The director instructs an assistant to vacuum

the room every 30 minutes and to count the differ-

ently sized footprints before vacuuming. This exam-

ple provides an obvious demonstration of how Type

4 measures can offer additional opportunities for a

more purposeful and controlled measurement than

simply using preexisting records. This method is

often more efficient and sometimes even the only

way that a specific research question can be

answered in a nearly nonreactive manner.

Type 3. In measures of Type 3, not only is the

research setting prepared by the researcher, but the

research context is also not intended to be unobtru-

sive to the participants. Thus, they are very likely to

be aware of participating in a purposeful study.

However, it is important to note that the partici-

pants' general knowledge about the research con-

text does not necessarily imply their knowledge

about the research aims. In fact, Type 3 participants

are not informed about or are even actively hin-

dered from elaborating their own assumptions

about the research question. As people are usually

very interested in knowing about the aim of the

research they are participating in, withholding ini-

tial information about hypotheses is a necessary

feature of most Type 3 methods. Social psychologi-

cal experiments, for example, often involve active

deception of research participants to avoid distor-

tions that can often be traced back to social desir-

ability concerns (for an overview of different

methods, see Aronson, Ellsworth, Carlsmith, &

Gonzales, 1990). For instance, in an experimental

study on the impact of justifications and excuses on

the violation of proenvironmental norms, Fritsche's

(2003) aim was to manipulate the accessibility of

valid accounts prior to the measurement of the

norm violating behavior. Because it could be

expected that people who are informed about the

research topic are both willing and able to influence

the dependent measure in the direction of (or con-

trary to) their own hypotheses (in this case on the

relationship between account-giving and socially

appropriate behavior), to prevent the generation of

Nonreactive Methods in Psychological Research

participants' own hypotheses, this study was intro-

duced as an investigation of communication over

the Internet. The instructions and procedures made

this plausible because participants were asked to

interview an anonymous partner in a chat room

about apparently randomized pairs of topics includ-

ing "environmental protection" and "guilty con-

science." Shielded by this cover story, the

confederate chat partner was able to present stan-

dardized justifications and excuses in the course of

"natural communication" without revealing the

actual research question. The experimenter told the

participants that they could order a drink, which

they would receive later during the experiment.

After the manipulation of a specific account's acces-

sibility (i.e., its mere introduction by the confeder-

ate) and validity (i.e., its evaluation as situationally

appropriate by the confederate) the drinks (in alu-

minum cans!) were brought in. A previous study

with a comparable sample had shown that drinking

from cans was perceived as harmful to the environ-

ment. Whereas nearly all (92%) of the participants

who disposed of valid accounts for drinking from a

can actually took the can, only 64% of the partici-

pants without compelling justifications or excuses

did so. When asked to indicate the "true" research

question, none of the participants could specify the

topic correctly.2 In addition to the technique of

designing a plausible cover story, dependent vari-

ables of Type 3 measures are often assessed on an

implicit or even physiological level. These measures

are assumed to be immune against intentional dis-

tortion by the participant. In this textbook, implicit

and physiological measures are discussed in sepa-

rate chapters (see chapter 9 for the former and

chapters 12 and 13 for the latter set of methods).

Type 2. In Type 2 measures, participants are

informed about the general topic of an investiga-

tion, but particular hypotheses are hidden. These

kinds of techniques might underlie the measure-

ment most often used in psychology. Examples can

be found in most questionnaire techniques measur-

ing state or trait personality, situated cognitions, or

emotions. Even though people most often know

2 A more thorough discussion of ethical considerations concerning deception studies is presented later in this chapter.
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and are aware of the fact that they are actually

being asked about their environmental attitudes,

the degree of their introversion, or actual self-

esteem in such studies, as a rule they do not know

the specific hypotheses such as the item assignment

to different scale dimensions or assumptions about

relationships between variables or the expected

results. However, in a narrower sense, not only the

participants should be blind to specific hypotheses:

To minimize possible experimenter effects beyond

those associated with the mere research setting,

assistants of the experimenter should not be

informed about the hypotheses (Type 2) or even

about the research question as a whole (Type 3). In

a way, those research assistants who are involved in

double-blind studies are de facto participants in the

wider sense because they are (ideally) not the prin-

cipal investigator. Being blind to particular

hypotheses implies that it is not possible for partici-

pants to systematically counteract the primary

research goal. Nevertheless, participants who know

about the field of research they are contributing to

might be motivated to extend their contribution to

the researcher. They often generate their own

hypotheses that they want to prove immediately by

responding in a respective manner. Hence, Type 2

measurement might be flawed with increased

unsystematic measurement error.

Type 1. In some studies it cannot be avoided that

the participants are aware of a researcher's hypothe-

ses. Yet there are also investigations where the

hypotheses are deliberately disclosed to the partici-

pants. This might be done for ethical as well as for

feasibility reasons. Even though revealing hypothe-

ses is generally assumed to open the door to system-

atic distortion, this tendency can be counteracted by

either decreasing or preventing altogether the par-

ticipants' awareness of a measure's manipulability.

This is the goal of Type 1 nonreactive measures.

Although different strategies can be incorporated

that might reduce the perceived manipulability

(e.g., simply informing participants about a mea-

sure's nonmanipulability, using highly complex

materials), the most prominent example of a Type 1

measure is the bogus pipeline technique (Jones &

Sigall, 1971). In studies using this technique, par-

ticipants are led to believe that it is possible to

pump their psyche directly using an apparatus that

apparently records physiological signals. This tech-

nique has been found to considerably reduce reac-

tivity in attitude assessment that is rooted in the

social desirability concerns of the participants (for

a review, see Roese & Jamieson, 1993).

Type 0. Until now we have expounded on the dif-

ferent types of measurement techniques that

approximate nonreactivity to different degrees. To

present a complete picture, Table 14.1 also

includes Type 0 techniques, that is, measures that

definitely do not fulfill the criterion of nonreactiv-

ity. In Type 0 measures, the interaction of

researcher and participants is designed and per-

ceived as serving the investigation of particular

hypotheses, and the participant is fully aware of

being able to manipulate the results. One might

assume that an atmosphere of cooperation between

researcher and participant, fueled by the full dis-

closure of all research hypotheses, could minimize

a participant's possible tendency to sabotage the

results or might even motivate participants to give

their best. For some purposes this effect might

have some benefits, for example, when the

research is very dependent on the information pro-

vided by single participants as, for example, in the

case of witnesses recounting rare events. However,

the negative implications of fully informed partici-

pants for measurement quality prevail over the

possible benefits. Research on the demand charac-

teristics of psychological studies (e.g., Orne, 1962)

has often described the tendency of cooperatively

motivated subjects to distort their behavior or

statements toward the assumed hypothesis. This

fundamental danger (as well as the further pitfalls

of reactivity) can be found in all forms of collabo-

rative and consensual research techniques (for a

discussion see, Page, 2000).

In the following sections, we will describe and

discuss important nonreactive measures in more

detail. After reviewing a few classical measures, a

description will be given of the recent trends and

techniques in nonreactive measurement that have
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in part developed because of sociotechnological

changes of human behavior.

CLASSICAL MEASURES AND TECHNIQUES

Looking back on several decades of concern about

reactivity in psychological research as well as

related fields (e.g., school education) allows us to

now talk of classical methods for avoiding or reduc-

ing reactivity. In various contributions we find clas-

sifications closely related to the one originally

presented by Webb et al. (1966). Shaughnessy and

Zechmeister (1990) as well as Schweigert (1998)

basically differentiated between physical traces (use

traces and products) and archival data (analyses of

communication and trends and assessing the effects

of natural treatments). Bloom and Fischer (1982)

differentiated the latter in public versus private and

consider simple observations as an additional cate-

gory. In the following section, we will briefly

describe the classical methods discussed in the lit-

erature. As previously mentioned and in accordance

with Bungard and Luck's (1997) position, we gener-

ally consider methods to be more or less (non)reac-

tive instead of differentiating between reactive

versus nonreactive.

Physical Traces
Our physical environment provides various sources

for us to recognize behavior without observing it

directly and, therefore, without being in danger of

influencing what is under investigation (Kazdin,

1979). According to Webb et al. (1966, p. 36), the

measurement of these natural traces might be sepa-

rated into erosion and accretion measures. Erosion

refers to "the degree of selective wear on some

material," whereas accretion measures record the

"deposit of materials." Natural traces may be used

to determine preferences and to interpret them in

various situations: for studying the impact of situa-

tional variables on the viewing of erotic material

(Kirschner, 1976), for example, magazines available

for reading in a doctor's waiting room indicate the

relative rate of being read after some time. The

degree of abrasion of museum floors indicates the

number of visitors attracted to a particular exhibit

(Gillespie & Perry, 1973; Webb et al., 1966; see

earlier discussion). In environmental psychology,

Bechtel's (1967) "hodometer research" has become

quite famous: Bechtel studied the movement of visi-

tors in art galleries by placing invisible electronic

counting devices in the floor (Willems & Raush,

1969). Even temporary traces like fingerprints on

glass doors may indicate the age of people using the

door because they vary in height. Traces on manip-

ulated material may also be interpreted for research

purposes: Friedmann and Wilson (1975) affixed

tiny glue seals between pages in textbooks to study

their usage unobtrusively.

Analyses of traces are particularly interesting for

environmental design and other fields concerned

with the interface between people and their physi-

cal surroundings (Baxter, 1970; Kates & Adams,

1982; Rubenstein, Paradis, & Munro, 1993). Traces

may be analyzed to recognize suboptimal relation-

ships between behavior, needs, and arrangements

conceptualized to meet these. Barker (1968) called

this "synomorphy," a term that indicates a kind of

relationship between persons (i.e., their regularly

occurring behavior) and settings. Traces may indi-

cate actions to enhance synomorphy. For example,

in offices and other workplaces where possible,

people rearrange the furniture and other items to

work more effectively or comfortably (Davis, 1984;

Schaible-Rapp & Kugelmann, 1982). Traces may

also show us environmental design errors. In rest-

rooms on German trains, for instance, the traces

left by passengers pressing their fingers on signs

indicate that the signs have been confused with the

actual switches for initiating the toilet flush mecha-

nism, sink, and electronic hand dryer. For remodel-

ing, traces were correctly understood and the

restrooms remodeled.

Nature is even more indicative of human activi-

ties. In public parks, for example, paths indicate

where people regularly walk or drive. Because more

solid surfaces are less likely to show signs of wear,

the natural emergence of traces on lawns or topsoil

may be used to determine the position of the paths,

but only after the park has been used for some

length of time. This unobtrusive method allows the

variation of not only the route but also the width of
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trails. Because user needs analyses (Linneweber,

1993; Sommer, 1983) became an applied field for

psychology increasingly, it is important to improve

environmental design in method and theory based

on these experiences. The role of psychologists in

user needs analysis is to read and—even more

demanding—interpret the traces and, finally, to

advise environmental designers.

The nonreactive research on litter and littering

behavior is well documented. As traces of con-

sumption, packaging material, cans, empty bottles,

and other types of garbage can be examined to indi-

cate what the people who threw the items away use

or prefer (see the extensive research by Rathje,

1984). Because rummaging through other people's

garbage as well as applying other measures of trace

analysis might appear to some readers as being just

a cute technique of creative people calling them-

selves scientists, one cannot highlight enough the

scientific importance that trace measures like the

littering technique can have when investigating cer-

tain research questions. Litter analysis is the

method of choice when social desirability distor-

tions or the inaccessibility of a certain population

might prevent reliable measurement of consump-

tion patterns or attitudes. Reilly (1984), for exam-

ple, described the great importance of these

measures for market research. Consider a house-

hold being asked to indicate the relative amount of

fast or canned food consumed per week. Because it

may be (socially) desirable to underestimate this

amount in favor of fresh products, an analysis of

waste is much more representative (Nay, 1979;

Schweigert, 1998). Cialdini and Baumann (1981)

demonstrated the applicability of litter analysis as a

nonreactive attitude measure. At a parking lot they

placed campaign flyers of presidential candidates on

car windshields and observed whether the drivers

threw them away or kept them. Littering signifi-

cantly correlated with the driver's previously

assessed voting preference. In a second study the

authors compared attitudes on topics either high or

low in social desirability, measured by both a stan-

dard interview and the littering technique. Both

measures provided comparable results for those

attitude objects low on social desirability. However,

in line with the notion of nonreactivity, both meas-

urement techniques lead to different attitude values

when objects of high social desirability had been

assessed. Here, relative to the littering results, inter-

view data was significantly distorted into the

socially desired direction.

Archival Data

Whereas traces may be considered indications for

behavior that are "simply there," archives and other

types of records are arranged intentionally. This

may be related to research questions, for example,

in observation studies (Shaughnessy & Zechmeis-

ter, 1990). Here we are primarily interested in

archives that exist independent of specific scientific

investigations. Data files in administration as well

as sales records may be subsumed under this cate-

gory. Moreover, as archival data, material written by

persons who are the target of research may also be

investigated. Not only are descriptions of accidents

and complaints about nuisances interesting from a

psychological aspect, but so are private materials

like letters and other forms of written communica-

tions (Laucken, Mees, & Chassein, 1988). Basically,

when the generation of the material is not affected

by the research process, the method is considered

highly nonreactive and likely represents the tech-

niques of Type 5.

We must bear in mind, however, that archival

data may be generated under circumstances that can

be considered highly reactive. Actors may very well

know that important data are being documented,

and they may be motivated to influence this data.

With respect to the considerations on nonreactive

methods, we can offer two solutions concerning

this problem. First, the process and the result of a

participant's intentionally influencing archival data

may be the target of research. This is possible when

different perspectives are available such as in

records of conflict in which, for example, mutual

accusations directed at the involved actors or third

parties are of interest. Second, if biases occurring

during the creation of archival data are identified by

the investigation, we may cope with the effect par-

ticularly when interpreting archival data.

Compared with physical traces, archival data

may be more suitable and effective for research pur-

poses, but they are more susceptible to undesirable
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effects at the same time. Traces may be less simple

to read and to interpret, but they are usually less

susceptible to those effects we intend to minimize.

Simple Observations
Observations for scientific purposes (see also Bake-

man & Gnisci, chap. 10, this volume) may signifi-

cantly vary with respect to their obtrusiveness and

hence (non)reactivity. When the social sciences

started developing its arsenal of methods, alternatives

of—at least at that time—highly obtrusive procedures

had been discussed. In the beginning of the debate,

"participatory observation" was—and still is—called a

type of research with fuzzy definitions of the relations

between investigators and targets (Couto, 1987). The

investigators are not unobtrusive at all because they

act in the field under investigation. Their specific

impact on the processes to be observed, however, is

considered low because their positions as researchers

are masked by their activity in the field. For targets

under investigation, the researchers' position is less

extraordinary—and hence probably less salient to the

subjects—than the position of a scientific observer in

a laboratory. Presently, the concept is of some impor-

tance in culture-specific contexts or some areas of

clinical and family research.

"Simple observations" are considered as poten-

tially nonreactive. Bloom and Fischer (1982) dis-

cussed four types:

• The observation of physical and bodily signs

(jewelry, changes in hairstyle, clothing, and

makeup) that are potential indicators of attitudes

or behaviors. This is also addressed by studies on

symbolic self-completion (Wicklund & Goll-

witzer, 1981).

• The analysis of expressive movements (smiles,

frowns, gestures) as indicators of attitudes and

feelings.

• Physical location analysis that can indicate cer-

tain attitudes (e.g., seating patterns as an index of

interracial relations).

• The analysis of language behavior (which is tape-

recorded for various research goals).

The process of observation may not be unobtrusive in

its literal sense because eidier people or equipment or

both are present. However, as long as "the observer

has no control over the behavior or sign in question,

and plays an unobserved, passive and unobtrusive

role in the research situation" (Webb et al, 1966, p.

112), reactivity should be reduced considerably.

NEW APPROACHES

The existing social and technological conditions

often determine the development of psychological

assessment methods in two ways. On the one hand,

the content of research is often oriented toward

questions relevant to current society and its

sociotechnological conditions, and suitable meth-

ods of assessment must be developed or adapted.

For instance, the necessity for researching driver

aggression in traffic made it essential to find valid

measures of driver behavior (e.g., Boyce & Geller,

2002). On the other hand, the research instrument

itself depends heavily on the tools or other forms of

aid that are available in the particular sociotechno-

logical context. For instance, the ever increasing

technological possibilities of monitoring brain

activity have led not only to increased and some-

times inflationary use of imaging methods but also

to the differentiation of several techniques for

applying and interpreting these methods (Zald &

Curtis, chap. 13, this volume). In the following we

would like to demonstrate how Types 4 and 5 non-

reactive measures have developed with the chang-

ing sociotechnological conditions. As a reminder,

Types 4 and 5 measures (Table 14.1) are those that

build on data that is not originally recorded or data

that is not perceived as being recorded for research

purposes. To do this, we focus exemplarily on non-

reactive online research in the Internet.

Nonreactive Research Using the Internet
The rapid development of computer-mediated com-

munication in global network structures has led to

an increased interest in research on "online behav-

ior." At the same time, the Internet is emerging as a

powerful research tool that can be efficiently used

for the collection of real-world data (see Reips,

chap. 6, this volume). Besides the interesting

opportunities for Web-based surveys as well as

experimental studies (e.g., Reips & Bosnjak,
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2001), the technological properties of the Internet

environment provide benefits for Types 4 and 5

nonreactive measurement in particular.

Analyzing written material on the Internet. One

kind of nonreactive Internet data is the written

material that people produce on the Internet, for

instance, on their personal home pages (e.g., Schtitz

& Machilek, 2003), virtual discussion groups, or e-

mail lists. These texts are usually written for a

potentially unrestricted public, and the researcher

has the opportunity to save and analyze such data.

(For an overview of the methods of text analysis,

see Mehl, chap. 11, this volume). Interestingly,

communication on the Internet is often two-sided

at least, making it possible to analyze the interac-

tion between individuals and also higher social

aggregates. Bordia (1996), for example, described

the use of online discussion group archives in

rumor transmission research. Here it is possible to

take a process-oriented perspective on occasions of

naturally occurring rumor transmission that can be

found in the Internet comparatively easily. Bordia

analyzed relevant episodes by quantitative content

analysis, using statement categories such as "inter-

rogatory statements" or "prudent statements" refer-

ring to an individual's tentativeness or hesitancy in

discussing a rumor. The quantity of these state-

ments could not only be compared throughout the

entire discourse but also over time. From the latter

perspective, Bordia (1996) found that although the

analyzed discussions progressed, the frequency of

prudent statements related to the rumor decreased.

The author highlighted the finding that although

this phenomenon has been mentioned in the litera-

ture before, this was the first time it could be

shown in a natural context. Another illustrative

example of research on written material located on

the Internet can be found in Stone and Pennebaker

(2002), who analyzed collective trauma coping in

Internet chat room conversations following the

death of Princess Diana. The authors were able to

detect significant changes of language and content

over a period of 4 weeks. Whereas during the first

days after Diana's death, personal and emotional

responses were common, after 1 week, expressions

of compassion changed into hostile comments, and

the dominance of collective language during the

first period changed into more individual language,

indicating the disappearance of collective shared

grief. Here, it is valid to question whether commu-

nication on the Internet can legitimately be called

"natural." However, even though several differences

between computer-mediated communication and

face-to-face interaction have been identified (e.g.,

Kiesler, Siegel, & McGuire, 1984), widespread

accessibility and increasing competence in using the

technological environment has made online com-

munication an integral part of behavior in industri-

alized countries. Hence, the specific nature of

Internet behavior does not make it less natural.

Log file analysis. Analyzing the texts available on

the Internet represents the classical method of

archival data analysis, although the interactional,

dynamic, and mostly well-documented structure of

Internet content increases the potency of such

analyses. Yet there is also another, possibly even

more important, way in which online research

might enhance the capacities of nonreactive meas-

urement. This is embedded in the fact that Internet

behavior is continuously and automatically

recorded without the explicit awareness of its users.

Interestingly, these records can be assigned to the

behavior of single individuals or at least to single

machines. A highly nonreactive technique not yet

frequently used in psychological research is the

analysis of the log files generated on Internet server

machines and optionally on client computers as

well. This type of log file analysis would make the

hidden protocols accessible for other broad and

complex research activities. A simple form of log

file analysis has been applied in advertising con-

texts, for example, by indicating the attractiveness

of certain Web pages and the success of particular

advertising links by following users' navigation

through the net (e.g., Wiedmann & Buxel, 2001).

In a similar fashion, log file analysis can also be

used in descriptive research. Berker (2002), for

example, reported a nonreactive study on Internet

behavior that examined the Internet usage of people

with an account at the Internet server of a large

German university. Analyzing the proxy log files for

a 2-week period in 1998 revealed an interesting
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preference order of the Web pages viewed by the

users. Twenty-four percent of the hits were to

pornographic sites, followed by multipurpose sites

such as probably preset Internet providers (22%)

and to Web sites offering technical support and

search engines (both 9%). Using log file informa-

tion such as time and duration of access led to

additional results concerning content-specific user

habits. A more controlled and theory-driven Type 4

approach was suggested by Kulikowich and Young

(2001), who recommended assessing the problem-

solving behavior of individuals by using log file

data from an online learning tool. Here, the differ-

ent problem-solving activities of the participants

should be represented by examining their retrieval

of particular Web pages. Analyzing the sequential

order and duration of access might allow conclu-

sions about both the individuals' learning behavior

as well as the appropriateness of specific learning

environments.

As in conventional accretion measures, the

traces of individual behavior can be followed

throughout the Internet or in specific online envi-

ronments. Further development of this method

might also include analyzing navigation behavior

more directly and should not only be restricted to

behavior that is only relevant in the virtual environ-

ment. In the context of environmental planning, for

instance, it might be a useful strategy to present 3-

D versions of various architectural alternatives and

then analyze how long the respective models are

visited, which alternatives are entered, and which

perspectives are selected for further viewing. This

may become a new type of "social design" (Som-

mer, 1983). For a thorough and controversial dis-

cussion of the merits and boundaries of using

virtual environments for psychological research, we

recommend the debate by Blascovich, Loomis,

Beall, Swinth, Hoyt, and Bailenson (2002) in Psy-

chological Inquiry.

For conducting log file analysis, a variety of soft-

ware tools have been developed. Interested readers

may retrieve one of various free software offers from

the Internet (e.g., Analog, 2003; Richter, Naumann,

& Noller, 2003). For a compilation of log file analy-

sis tools, see Janetzko (2003). Two major problems

in conducting log file analysis are that accessing an

Internet page is not always recorded in the same

way at the same place and that not every access to a

particular page is actually documented by a log file.

Reducing the first problem might be aided by a

standardization of the content and location log file

protocols for research purposes (Type 4 measure-

ment). The latter problem comes up when pages are

retrieved from cache memories without accessing a

server machine or when proxy servers are involved

that do not always inform the original server

machine about access to one of its pages. Con-

versely, if records are analyzed that are located on

the user machine, this method might suffer from

the nonacceptance of so-called cookies that are set

by many users. To deal with these problems, partic-

ularly in the commercial sector, efforts have been

made to standardize the feedback of proxy servers

(Werner, 2002). Furthermore, potential self-selec-

tion of the sample in a log file analysis should be

kept in mind that depends on the activation of

proxies, cookies, and cache use on the user's com-

puter. Ideally, possible confounding with variables

relevant to the research subject should be ruled out

in a prestudy comparing, for instance, those users

who have activated proxies in the preferences menu

of their Web browser with those who have not.

Concerning patterns of Internet use, results by

Berker (2002) indicate only small differences

between both user groups.

Another problem of nonreactive Internet

research might be the identification of single-person

behavior. Although log files usually identify single

accessing computers, it is both not clear whether

multiple individuals use this particular computer at

one time and whether the pages are accessed auto-

matically without the intent or even the awareness

of the user. To reduce these interpretational weak-

nesses, it is sometimes advisable to set a duration of

inactivity that, if exceeded, marks the beginning of

another session by a different user (e.g., exceeding

the average time of inactivity by 1.5 standard devia-

tions as suggested by Catledge & Pitkow, 1995).

Furthermore, depending on the research question,

one should exclude those Web addresses that are

usually contacted automatically from analysis (e.g.,

home pages of browser software, Berker, 2002). As

individual behavior can be identified with satisfac-

199



Fritsche and Linneweber

tory reliability without the knowledge or agreement

of subjects, anonymity of analysis is an important

requirement. Berker (2002), for example, elimi-

nated all information from the log files that could

have facilitated identification of individual comput-

ers prior to his analysis.

This brief overview of different pitfalls of nonre-

active online research points to the important roles

that the technological properties of the medium and

the recording of information play in the use and

interpretation of behavioral traces. Thus, researchers

have to be well acquainted with the technological

details of data generation to prevent ethically inap-

propriate behavior or interpretational errors.

Sociotechnological Changes—Chance and
Risk for Nonreactive Measurement
One reason why we have chosen to describe nonre-

active online research in more detail is because this

field has recently expanded very quickly and will

soon lead to a multitude of new nonreactive

research strategies that offer analyses of incompara-

ble potency with regard to the availability of infor-

mation and the efficiency of analysis. The other

reason can be found in the exemplary character this

type of research has on the influence that techno-

logical developments may exert on the development

of nonreactive measurement. However, access to

information has also increased due to societal

rather than technological developments. In Wim

Wender's 1991 science fiction movie Until the End of

the World, the protagonist can only be found by his

pursuers on his voyage around the world because of

their access to his bank card data. Now, 15 years

later, the inhabitants of industrialized societies are

accustomed to a broad variety of relatively new

technological equipment including satellite naviga-

tion for private cars, health insurance data cards, or

globally operational mobile phones, all producing

additional traces of behavior that can be gathered

and analyzed fairly well by "researchers" of different

affiliations. Beyond technological developments, a

strong need for security in many industrialized

societies seems to further increase the recording of

individual data (e.g., security cameras at public

places). Although systematic access to this kind of

data is often restricted, it can be both a valuable

source for nonreactive research (e.g., Brizer,

Crowner, Convit, & Volavka, 1988) as well as a

serious danger for individual freedom by data

abuse. A related question is whether an awareness

of increased data recording or even surveillance will

change the public and semipublic behavior of indi-

viduals. Although people will not become chroni-

cally self-presenting inhabitants of a reality TV

show, they might behave in a more self-focused

(Carver & Scheier, 1981) and socially desirable way

when they enter settings where surveillance is

salient or even feared, for example in an airport's

departure area or in a nonsmoking subway station.

THE LIMITATIONS OF NONREACTIVE

MEASUREMENT

In the introduction, we verified that participants in

social scientific research have the attributes that are

also present in most situations occurring naturally:

awareness and capacities for information process-

ing. However, in a reader edited more than 20 years

ago (Bungard, 1980), various authors ironically dis-

cussed why "good subjects" don't think in social

psychology. What is the origin for this discrepancy?

We learned that occasionally hiding goals or the

process of data collection may be desirable for

social scientific research to not "spoil" what is

under investigation (i.e., behavior). In other words,

we want our subjects to behave in research settings

as they would do in natural contexts.

Validity

In the research literature on nonreactive or unobtru-

sive methods, questions of validity are frequently

addressed implicitly but are only occasionally

addressed explicitly (Campbell, 1957). Because of

the fact that highly nonreactive research—particu-

larly that of Types 4 and 5—is certainly more uncon-

ventional, sometimes considered primarily as "cute,"

spectacular, and (therefore?) less serious and influ-

ential, defensive argumentations by scientists favor-

ing these methods are met. Part of the arguments

that doubt nonreactive measures' validity refer to the

fact that a substantial amount of Types 4 and 5 non-

reactive research occurs in field settings with less

control than in the laboratory. Compared with stud-
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its, for instance, on "(male) undergraduates in par-

tial fulfillment of course requirements," representa-

tiveness at a first glance may be more likely given in

the field. Because we as researchers are more adapted

to the laboratory, however, field research is more

under investigation concerning validity criteria.

Maybe that because in laboratory research we are

sure of not fulfilling criteria such as representative-

ness of participant and setting sample, we are in

more danger of attesting this feature to field

research. Visitors in an art gallery are simply gone

after having been "under investigation." Were they

representative? If yes (or no)—for which entity?

Furthermore, because we are only occasionally inter-

ested in studying psychological variables specific for

settings under investigation, we have to consider the

questions of ecological validity (Brunswik, 1956)

both inside and outside the laboratory. Nonreactive

field research is not ecologically valid per se: Are we,

for example, able to enhance our knowledge about

human aggression by observing interactions in traf-

fic, a football stadium, a school yard, a court pro-

ceeding, or an experiment with a highly efficient

cover story? Where are the opportunities for and

limitations of generalizability? Or is it more appro-

priate to select groups of situations in which behav-

ioral variance may be explained instead of looking

for broad generalizability? In the laboratory our

awareness of external validity is directed toward the

acceptability of withdrawing the context and reduc-

ing the naturally occurring complexity. This may be

independent of the fact of whether the respective

method is unobtrusive or not (see, e.g., Type 3 stud-

ies). In field research, more frequently met when

highly unobtrusive methods are applied, the format

of the question differs: May we transfer the results of

research in complex, naturally occurring situations

to other contexts, or do we ignore the specifics of

situations when interpreting the findings? At this

point the methodological interrelations, but at the

same time independence between field versus labo-

ratory setting and reactive versus nonreactive

research, are evident.

Even though they try to avoid effects violating

validity resulting from reactivity, nonreactive

methods are not at all immune to threats. Do worn

carpets, garbage, or archival data on absenteeism

indeed indicate what researchers attribute to them

(Schweigert, 1998)? It is easy to imagine the effect

of change in the recording procedure on a time

series of data. Imagine, for example, a change of

criteria when recording norm violating behavior.

At first glance, the occurrence of specific behavior

may have changed whereas in fact only the catego-

rization has been modified, for instance, resulting

from an administrative act (for an example, see

following text). The type of research discussed

here must be particularly aware of these threats to

validity. Occasionally, true predictors of variance

are highly unobtrusive themselves: In analyzing

time series on statutory rape, Linneweber (2000)

identified a significant decline in violence in one

region he investigated. At the same time, in other

areas, the number of complaints decreased, how-

ever, only moderately. What made this region

become less violent all of a sudden? A closer

investigation revealed a simple cause: Because the

opening hours of the police station had been

reduced, the police were less able to respond as

quickly to complaints from the victims of violent

crime, and it is known that the willingness to

engage declines with temporal distance to critical

events such as observing violence.

In cross-cultural research, the danger of misin-

terpreting differences (or similarities) has been dis-

cussed extensively (Doucette-Gates, Brooks-Gunn,

& Chase-Lansdale, 1998). Nonreactive researchers

would be well advised to learn lessons from this

area. Basically, the advantage of reducing objection-

able effects resulting from reactivity is paid for by

reduced controllability. With respect to validity, the

respective trade-off must be calculated.

To estimate the risk of misinterpretation, it

might be advisable to carefully assess the conver-

gent and discriminant validity of each specific non-

reactive measure one considers using. An example

for such an assessment is the study mentioned ear-

lier by Cialdini and Baumann (1981) that compared

the results of a nonreactive measurement technique

with a standard interview procedure. They found

that the results corresponded considerably. Most

interestingly, this correspondence was qualified by

the finding that "when the responses were laden

with social desirability, attitudes measured by the
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interview technique were skewed in the socially

desirable direction relative to those measured by the

littering technique" (p. 254).

Ethical Limits
In highly nonreactive research, the subjects or par-

ticipants are not aware of being the objects of

research. They are not aware of person(s) or instal-

lations recording data related to themselves. They

may not be aware that others in their proximity or

those who are able to observe them by using tech-

nical equipment or reading the traces of behavior

are in the positions of scientist, experimenter, or

confederate. Consequently, they are unable to refuse

their participation. This fact has been discussed

with respect to ethical considerations, and we will

discuss these referring to the ethical principles of

psychologists and the code of conduct of the APA

(American Psychological Association; APA, 2002).

In other national scientific associations we find

more or less similar formulations. Because the APAs

standards were recently revised, we will concentrate

on these in this chapter.

At a first glance, nonreactive research contra-

dicts principle 3.10 "Informed Consent," which

states: "When psychologists conduct research [. . .]

they obtain the informed consent of the individual

or individuals [. . .]." (p. 1065). Also principle 4.03

"Recording" seems to be violated: "Before recording

the voices or images of individuals to whom they

provide services, psychologists obtain permission

[. . .]". However, principle 3.10 continues "except

when conducting such activities without consent is

mandated by law or governmental regulation or as

otherwise provided in this Ethics Code." Referring

to formulations in Part 8 (Research and Publication

of the ethical principles), the term otherwise hence

legitimizes research activities without consent.

Because formulations 8.03, 8.05, 8.07, and 8.08

are of particular interest with respect to nonreactive

research, they are cited nearly in full length:

8.03 Informed Consent for Recording

Voices and Images in Research. Psycholo-

gists obtain informed consent from

research participants prior to recording

their voices or images for data collec-

tion unless (1) the research consists

solely of naturalistic observations in

public places, and it is not anticipated

that the recording will be used in a

manner that could cause personal iden-

tification or harm, or (2) the research

design includes deception, and consent

for the use of the recording is obtained

during debriefing.

8.05 Dispensing With Informed Con-

sent for Research. Psychologists may dis-

pense with informed consent only (1)

where research would not reasonably be

assumed to create distress or harm and

involves . . . (b) only anonymous ques-

tionnaires, naturalistic observations, or

archival research for which disclosure of

responses would not place participants

at risk of criminal or civil liability or

damage their financial standing,

employability, or reputation, and confi-

dentiality is protected. . . .

8.07 Deception in Research, (a) Psy-

chologists do not conduct a study

involving deception unless they have

determined that the use of deceptive

techniques is justified by the study's

significant prospective scientific, educa-

tional, or applied value and that effec-

tive nondeceptive alternative

procedures are not feasible. . . . (c) Psy-

chologists explain any deception that is

an integral feature of the design and

conduct of an experiment to partici-

pants as early as is feasible, preferably

at the conclusion of their participation,

but no later than at the conclusion of

the data collection, and permit partici-

pants to withdraw their data.

8.08 Debriefing, (a) Psychologists

provide a prompt opportunity for par-

ticipants to obtain appropriate informa-

tion about the nature, results, and

conclusions of the research, and they

take reasonable steps to correct any

misconceptions that participants may

have of which the psychologists are
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aware, (b) If scientific or humane val-

ues justify delaying or withholding this

information, psychologists take reason-

able measures to reduce the risk of

harm, (c) When psychologists become

aware that research procedures have

harmed a participant, they take reason-

able steps to minimize the harm.

(pp.1069-1070)

As we can see, the formulations are rather com-

prehensive. We find an explicit reference to natura-

listic observations that is not yet the case in the

ethical standards of other national psychological

associations. The principles allow nonreactive

research of Types 4 and 5 even without debriefing

(8.08) where some criteria are met, for example,

preventing personal identification or harm (8.03:1)

and the risk of criminal or civil liability or damag-

ing the participants' financial standing, employabil-

ity, or reputation, and confidentiality (8.05:b).

Deception, which might be included in nonreactive

methods from Types 1 to 4, is only accepted as an

exception when explicitly justified (8.07:a) and

when consent for the use of the recording is

obtained during debriefing (8.03:2 and 8.07:c).

With respect to our discussion of various nonre-

active measures, we realize that the scientific com-

munity has developed principles for highly

responsible conduct in observations, in laboratory

settings, and in field experiments. This includes

reporting to ethic commissions as well as consult-

ing peers. Ethical standards are continuously

reviewed. As researchers facing the continued

development of nonreactive methods in particular,

the necessity to continue this effort is evident.

CONCLUSION

Summarizing our view on nonreactive measure-

ment, we suggested a continuous conception of

nonreactivity by identifying five types of nonreac-

tive research (from less to more nonreactive) rather

than by defining nonreactive methods in a dichoto-

mous way. Measures of high nonreactivity are usu-

ally marked by a large degree of unobtrusiveness

with regard to the subject's actual or perceived par-

ticipation in a research study. Specifically those

kinds of nonreactive measures (Types 4 and 5) may

profit or at least change with the current and future

sociotechnological developments, thus enabling us

to apply new techniques and media explicitly rele-

vant for highly nonreactive measures. In the mean-

time, the phrase "traces of behavior" appears in

new light because the electronic means for collect-

ing, saving, and processing data have significantly

improved over the last decade. At least two areas

are still rapidly developing: consumer behavior in

various fields and individual behavior in "intelli-

gent" technological environments.

Yes, our credit card companies are aware of any

unusual expenditures we might make on the basis of

our previous charging behavior. Of course this is

"only"—or at least primarily—to protect us from

misuse of our card. Our cell phones "know" where

we are. Our cars determine the interval between serv-

ice inspections on the basis of our driving behavior.

Vehicles soon will start communicating so that they

can form clusters with other vehicles for defined

parts of routes (by "knowing" our destination and

computing the optimal routes) enabling us to do

things more important than steering—of course these

activities will be recorded for later use for improving

our own comfort. In household technology, the revo-

lution is still to come: When approaching our home,

the TV will switch to our favorite station, the room

temperature and lighting will be regulated based on

analyses of our preferences, and our refrigerators will

order items based on the continuous monitoring of

our consumption patterns.

Basically, for new forms of psychological

research, the database for highly nonreactive

research seems to be exploding. Presently, we can be

fairly certain of one development: The responsibility

of researchers when collecting new and processing

available data will become a highly important topic

for basic as well as applied research. This is particu-

larly true for information that can be accessed or

collected in nonreactive ways.
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C H A P T E R 1 5

EXPERIMENTAL METHODS OF
PSYCHOLOGICAL ASSESSMENT

Edgar Erdfelder andjochen Musch

What can be gained from applying methods of

experimental psychology to problems of psycholog-

ical assessment? Experimental psychology and psy-

chological assessment, although both being

important branches of psychology, are clearly dis-

tinct scientific disciplines with unique histories,

characterized by discipline-specific theories, para-

digms, and research methods (see Bringmann,

Luck, Miller, & Early, 1997). Consequently, there

has been little overlap between research in experi-

mental psychology and research in psychological

assessment. Despite some influential attempts at

bringing the disciplines more closely together (e.g.,

Cronbach, 1957), little has been said about how the

two disciplines could profit from each other. In this

chapter, we aim at closing this gap by describing

and illustrating benefits that can be gained from

applying experimental methods to problems of psy-

chological assessment.

Our chapter comprises seven sections. In the

first section, we look at the origins of the experi-

mental method in psychological research, describe

its characteristics, and present a definition of the

term psychological experiment. We then show in sec-

tion two that if the term experimental has been used

in the context of psychological assessment, it typi-

cally has been associated with meanings different

from that in experimental psychology. We argue

that it is both possible and useful to redefine exper-

imental assessment methods in a way that is consis-

tent with the notion of a psychological experiment

in experimental psychology. In sections three and

four, major benefits and potential problems of the

experimental approach to psychological assessment

are discussed.

Sections five and six are devoted to illustrating

the benefits of experimental assessment methods

and ways to overcome the problems associated with

this approach. In section five, we describe experi-

mental methods of assessing the truth in cases in

which people are motivated to conceal this truth.

Four methods will be critically discussed: the ran-

domized response technique (RRT), the unmatched

count technique (UCT), the control question tech-

nique (CQT), and the guilty knowledge test (GKT).

Consistent with the multimethod approach to psy-

chological measurement, these techniques adhere to

decidedly different rationales to overcome response

bias in sensitive areas. The RRT and the UCT are

techniques to ensure the anonymity of respondents

in surveys. They aim at encouraging more honest

responding on a voluntary basis and use an experi-

mental between-subject manipulation of question

content. The CQT and the GKT are the most fre-

quently used methods of polygraph lie detection

and coercively try to determine the guilt or inno-

cence of suspects who deny liability for a crime.

Both the CQT and the GKT are based on a within-

subject manipulation of question content. It will

soon become clear why we classify these four

approaches as truly experimental, whereas related

methods of assessing the truth that are often given

The work on this chapter has been supported in part by grants from the TransCoop Program of the Alexander von Humboldt Foundation and the
Otto Selz Institute, University of Mannheim, Germany.
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the label "experimental" as well (e.g., the bogus

pipeline procedure; Jones & Sigall, 1971) do not

qualify as experimental assessment methods in the

sense defined here and, consequently, will not be

discussed further in the present chapter.

In survey research, the true answer to a question

is often better conceived of as lying on a continuous

rather than a dichotomous scale. Section six

addresses the problem of systematic errors in rat-

ing-scale or multiple-choice assessments induced,

for example, by the order in which questions are

arranged or by the range of response options offered

to the respondent. We summarize how to cope with

these problems using methods of experimental psy-

chology. The concluding seventh section presents

guidelines on how problems of psychological meas-

urement can be solved effectively using experimen-

tal methods. Moreover, we present a list of criteria

that should be met whenever experimental assess-

ment methods are to be applied in practice.

THE EXPERIMENTAL METHOD IN

PSYCHOLOGY

From the very beginning, the experimental method

has been closely tied to hypothesis testing and the-

ory evaluation in psychological research (see

Boring, 1950; Bredenkamp, 2001; Calfee, 1985;

Cook & Campbell, 1979; Davis, 1995; Shadish,

Cook, & Campbell, 2002). During the past 50 to 60

years in particular, experiments have been used

fairly routinely for testing hypotheses from different

branches of psychology. Typical examples include

"frustration causes aggression" (Berkowitz, 1989,

p. 61), "elaborate semantic processing of informa-

tion improves later recall memory" (Craik & Tulv-

ing, 1975, p. 270), and "client-centered short-term

psychotherapy is more effective than conflict-cen-

tered therapy" (Meyer, Stuhr, Wirth, & Ruester,

1988, p. 196). Common to all applications of the

experimental method is the comparison of at least

two conditions, treatments, or groups of participants

with respect to the mean or some other aspect of the

distribution of a so-called dependent variable. The

experimental conditions define the levels of the so-

called independent variable, and the causal effect of

the independent variable on the dependent variables

is the target of the research. For instance, in the

three examples just presented, amount of frustration

experienced (strong vs. no frustration), type of

information processing during encoding (semantic

vs. phonetic processing), and type of psychotherapy

received (client-centered vs. conflict-centered),

respectively, might be the independent variables,

each manipulated in two levels preselected by the

experimenter. In the same three experiments,

amount of aggressive acts shown by the participants,

proportion of items recalled 1 week later, and rat-

ings of subjective well-being after psychotherapy,

respectively, could serve as dependent variables. Dif-

ferent group means of the dependent variables are

typically taken as evidence in favor of causal effects

of the independent variable, as specified by the psy-

chological hypothesis under investigation.

Of course, not every observed mean difference

establishes a true causal effect, and not every com-

parison of two or more conditions meets the criteria

of a psychological experiment. A defining feature of

the experimental method is that the experimental

conditions need to be comparable, that is, they

should differ only with respect to the independent

variable under scrutiny and not with respect to

other variables, so-called confounding variables,

that might also affect the dependent variable.

Important candidates for confounding variables are

person attributes such as aggressiveness, intelli-

gence, or gender and features of the experimental

situation such as presence versus absence of other

people, background noise, or hour of the day. Ide-

ally, all potential confounding variables should be

kept constant to prevent possible nuisance effects

by fixation. An example would be the elimination of

background noise by using soundproof experimen-

tal booths. Typically, however, not all confounding

variables can be controlled by fixation. Counterbal-

ancing experimental conditions is often a good rem-

edy in such situations. For example, in a

within-subject experiment, each participant is

observed under two or more treatment conditions.

Thus, a potential confounding variable is the order

in which treatments are applied. Nuisance effects

can be controlled by assigning an equal number of
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participants to each of the possible treatment order

permutations. This method guarantees that the

treatments do not differ with respect to the average

position of a treatment in the treatment sequence.

The control techniques of fixation and counter-

balancing can only be applied to confounding vari-

ables known in advance. Effects of unknown

variables have to be controlled by randomization,

that is, by the method of random assignment of

experimental units to experimental conditions.

Randomization is the most powerful experimental

control technique because it makes sure that the

distribution of all confounding variables associated

with the experimental units, including even the

unknown ones, does not differ between experimen-

tal conditions. This minimizes the possibility that a

treatment effect observed in a randomized experi-

ment is "spurious," that is, artificially caused by

one or more confounding variables rather than by

the experimental independent variable itself

(Shadish et al., 2002; Steyer, Gabler, & Rucai,

1996). It is for this reason that many researchers

prefer to tie the definition of the psychological

experiment to the method of randomization. Bre-

denkamp's (2001) definition is a typical example:

"An experiment can be defined by the following cri-

teria: The experimenter creates the conditions, sys-

tematically varies them, and applies the principle of

randomization" (pp. 8226-8227).

WHAT IS AN EXPERIMENTAL ASSESSMENT

METHOD?

Compared to its important role in the context of

psychological hypothesis testing, the experimental

method has been largely neglected or even ignored

in the field of psychological assessment and psycho-

logical testing. Indeed, if the term experimental has

been used in this context, it typically has been asso-

ciated with meanings different from that defined

earlier. Historically, it has been used to refer to (a)

new assessment instruments still in the phase of

construction (e.g., Goldman & Saunders, 1974, p.

xi; Graves, 1991); (b) measurement techniques

based on technical equipment such as tachisto-

scopes, millisecond timers, or response counters

(e.g., Kretschmer, 1928); or (c) assessment methods

using paradigms, tasks, and measures typically used

in experimental cognitive psychology (e.g., Trepag-

nier, 2002).

In contrast to these historical meanings, we

advocate a definition that is consistent with the

notion of a psychological experiment discussed in

the last section. We propose to call assessment

methods "experimental" if and only if the following

two conditions are met:

a. Predefined aspects of human behavior are

observed under at least two experimental condi-

tions manipulated by the experimenter.

b. A measurement model or law specifies how the

to-be-measured psychological construct is

related to the behavior observed in the different

experimental conditions.

As a possible example, consider Shepard and Met-

zler's mental rotation task. This task can be con-

verted into a truly experimental assessment method

by making use of the linear law of mental rotation

proposed by Shepard and Metzler (1971). To illus-

trate this law, recall that each single mental rotation

task consists of pictures of two abstract three-

dimensional geometric figures that are either identi-

cal or not. If they are identical, then one of the

figures can be rotated in three-dimensional space

until it coincides with the other. Participants are

asked to judge as quickly as possible whether the

two figures can be brought to congruence or not.

Typically, half the figure pairs to be judged consist

of identical figures, whereas the other half consists

of figures with identical features but different three-

dimensional structures so that they cannot be

rotated into each other.

If a denotes the angle of rotation for identical

figures, the linear law of mental rotation states that

E(Ti | a), and the conditional expectation of the

response time T of participant i for identical figures

separated by an angle of a, is given by

E(T. | a) = a. + b. a. (1)

In other words, for a given angle a, the average

response time of any participant i is a linear combi-
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nation of a sensorimotor component, the simple

reaction time a., and a cognitive processing compo-

nent, namely, the time required per degree of men-

tal rotation br Let us assume now that one is

interested in assessing the mental rotation speed v;

= I/ bf selectively, uncontaminated by the sensori-

motor speed component. Obviously, a simple way

of achieving this goal would be to observe the

response times under two experimental conditions

that differ only in the angles of rotation oc l and a 2,

such that a 2 > a r According to the linear law of

mental rotation, the average difference in response

times in these two conditions is

E(T. | a 2 ) -E(T. | a 1 ) = b . (a 2 -a 1 ) . (2)

Hence a pure measure of the mental rotation speed

v; of participant i can be derived by simple algebraic

manipulation from the participant's mean response

times observed under two experimental conditions:

v, = l/bi= (a 2 - a p / (E(T, I a 2 ) - E(T. I a ,)). (3)

To preclude misunderstandings, it should be

noted that the experimental approach to psycholog-

ical assessment we advocate here does not necessar-

ily require quantitative laws relating two or more

physical variables such as the Shepard-Metzler law.

Experimental assessment techniques can be applied

to dichotomous categorical data (see Birnbaum,

1992, for examples in the context of utility meas-

urement) and quite simple measurement models,

too. For example, the speed of accessing letter

meaning can be measured using a very simple addi-

tive measurement model in combination with an

experimental paradigm suggested by Posner, Boies,

Eichelman, and Taylor (1969). The response time

of a "same" judgment to physically different letters

with the same name (i.e., "Aa"), minus the

response time for a "same" judgment to physically

identical letters (i.e., "AA"), is generally regarded as

a valid measure of the time needed for accessing the

name of a letter (Petrill & Brody, 2002, p. 585). In

addition, multinomial models for categorical data

(Batchelder & Riefer, 1999) provide a very general

framework for developing and testing psychologi-

cally motivated measurement models that are tai-

lored to specific experimental designs. This class of

models is likely to be very useful for solving prob-

lems of experimental assessment, at least at the

group level (Batchelder, 1998).

These examples may suffice to illustrate that it is

not important what particular type of law or model

applies to the experimental task. Mandatory for

experimental assessment techniques, as we under-

stand them, is that there has to be at least some

model or a law that precisely specifies how the to-

be-assessed attribute or construct is related to the

behavior observed under different experimental

conditions.

Benefits of Experimental Assessment
What are the benefits of the experimental approach

to psychological assessment? First, and perhaps

most important, the experimental method provides

sound solutions to what we have called decomposi-

tion problems elsewhere (e.g., Buchner, Erdfelder,

& Vaterrodt-Plunnecke, 1995; Erdfelder & Buch-

ner, 1998a, 1998b). Decomposition problems arise

because empirical psychological variables (such as

test scores, response times, etc.) are almost always

affected by more than a single psychological state or

trait. In general, therefore, the observed scores can-

not be regarded as "trait-pure" or "state-pure"

measures of specific psychological constructs.

Rather, the empirical measures are better conceived

of as composites of different psychological con-

structs, each contributing to the observed scores in

an uncontrollable manner. For example, as we have

seen earlier, the number X. of Shepard-Metzler

problems that can be solved in a prespecified time

frame (e.g., 3 minutes) is a composite of a sensori-

motor component <i and a mental rotation speed

component b{.

A decomposition problem can be defined as

the problem of finding a method that provides

pure measures of the psychological constructs of

interest, uncontaminated by other psychological

traits or states that are involved in the task. In

other words, decomposition problems are prob-

lems of maximizing the validity of psychological

assessment by decomposing the observed test

scores into pure measures of the to-be-assessed

constructs. A decomposition problem can be
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solved if an identifiable measurement model is

available that essentially defines a one-to-one

mapping of parameters characterizing the to-be-

assessed psychological constructs ("latent vari-

ables") on parameters characterizing the

distribution of the empirical variables observed in

the test situation ("manifest variables"). Data

obtained under single testing conditions are usu-

ally insufficient for defining measurement models

that are both psychologically plausible and identi-

fiable. As we have illustrated using the Shepard-

Metzler task, experimental methods can often

help in such situations by enriching the empirical

domain of the assessment paradigm. We will fur-

ther illustrate this point in the next section by

showing how responses in interviews can be

decomposed, roughly speaking, into true

responses and a social desirability component.

A second benefit of experimental assessment

methods is closely related to the first. When psy-

chologists assess individual or group characteristics

in applied settings, they often aim to explain a par-

ticular state of affairs, for example, failure at school,

phobia symptoms, or memory problems (e.g., West-

meyer, 1972). What does it mean to explain human

behavior scientifically? Since the pioneering work

of Hempel and Oppenheim (1948), scientific expla-

nations are generally conceived of as logically cor-

rect answers to "why" questions such as "Why does

my son fail at school?" or "Why does my daughter

suffer from a spider phobia?" The description of the

to-be-explained state of affairs is called the

"explanandum," and the sentences from which it is

logically deduced are called the "explanans."

According to Hempel and Oppenheim (1948), the

explanans always consists of at least one empirically

well-established general law and at least one empir-

ically verifiable antecedent condition that together

imply the explanandum. For example, if E denotes

the explanandum, then a permissible explanation of

E might be an argument of the following modus

ponens structure:

If (Al and A2) then E (general law)

Al (antecedent condition 1)

A2 (antecedent condition 2)

Therefore: E (explanandum)

The goal of experimental psychology is to develop

and to test general laws that can be used for scien-

tific explanation (e.g., Bredenkamp, 2001). In con-

trast, psychological assessments aim to show that

the antecedent conditions necessary for deducing

the explanandum from the general laws are in fact

met. To stick with the preceding example, assess-

ments investigate whether Al and A2 are indeed

true for a particular individual or group to which the

explanandum refers (Westmeyer, 1972). Unfortu-

nately, however, the constructs measured by stan-

dard clinical or educational tests very often do not

match any of the psychological constructs or

processes involved in the laws of experimental psy-

chology. Therefore, the classical Hempel-Oppenheim

schema of scientific explanation, although accepted

by many psychologists, is useless unless a solution is

found to this "correspondence problem" between

theories of experimental psychology on the one

hand and psychological assessment methodology on

the other hand. Obviously, by directly referring to

particular laws and models of human behavior,

experimental assessment methods show a way to

address this problem. Thus, experimental measures

provide a means of explaining behavior in the strict

sense defined by Hempel and Oppenheim (1948).

A third benefit is more measurement-theoretic

in nature. Psychological assessment methodology is

often plagued by the problem of meaningfulness

(e.g., Suppes & Zinnes, 1963). In representational

measurement theory, a proposition about measure-

ment results is called "meaningful" if a permissible

rescaling of the measures never changes the truth

value of the proposition. For example, the sentence

"the measures X and Y correlate by r = .80" is

meaningful if only if X and Y are interval scales

with respect to the underlying constructs they sup-

posedly measure. If this assumption is true, then

the measures are unique up to linear increasing

transformations, leaving Pearson correlations unaf-

fected. However, if they are actually ordinal rather

than interval scales, then the scale values may be

subjected to any monotonically increasing transfor-

mation, and this can affect Pearson correlations

more or less drastically. Obviously, any interpreta-

tion of Pearson correlations presumes, either

implicitly (e.g., in most validity studies) or explic-
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itly (e.g., in structural equation modeling), that the

measures involved are interval scales with respect

to the underlying constructs.

The key problem with assumptions on measure-

ment scales is that there is often neither a way of

testing them directly nor a way of proving their

truth mathematically (Aiken, 1999, p. 40). Again,

experimental assessment offers a way to address

this problem. Because the measures derived from

these methods are, by definition, components of

psychological laws or measurement models, their

scale properties can often be analyzed mathemati-

cally by investigating the structure of the laws that

define these measures.

To illustrate, let us again consider the linear law

of mental rotation. It relates two physical quanti-

ties, the angle of rotation (in degrees) and the

response time (in milliseconds), both of which are

ratio scales with respect to the physical dimensions

of rotation angle and response time, respectively.

We could thus arbitrarily decide to use other units

of measurement for both scales. If c' denotes the

multiplicative scale factor implied by changing the

units of measurement for the rotation angle, and if

c" represents the corresponding scale factor for

time, Equation (3) would change as follows:

v/ = lib. ' = c (oc2 - a JKc" (E(T, I a 2 )

Thus, a permissible scale transformation of the

physical variables induces a linear transformation of

the type v' = (c I c") vf on the psychological scale

values measuring mental rotation speed. We may

conclude that vf measures the mental rotation speed

on a ratio scale, provided that the linear law of

mental rotation is indeed valid.

Problems of Experimental Assessment
Methods
Methods providing benefits often do not come with-

out costs. This principle also holds for experimental

assessment methods. First, because these methods

require measurement models or laws accounting for

behavior in several experimental conditions, appli-

cations of these methods are limited to those fields

in which appropriate laws or models have already

been developed. Hence, progress in theory develop-

ment must always precede progress in experimental

assessment methodology.

Second, if we want to rely on models or laws for

purposes of psychological assessment, we have to

make sure that these models and laws are actually

valid. Measuring mental rotation speed using Equa-

tion (3) makes sense only if the law used to derive

this equation holds for each person. Evidence from

experimental psychology often only shows that

laws of behavior hold at the aggregate level, how-

ever. If we use a law for the purpose of individual

assessments, we need to make sure that this law

also holds for single individuals.

Third, because experimental assessment meth-

ods require observations obtained under at least

two different conditions, control techniques must

be used that minimize effects of confounding vari-

ables. The choice among possible control tech-

niques should depend on whether the unit of

psychological assessment is (a) an individual or (b)

a group of persons. If groups are the unit of assess-

ment, experimental assessments typically require

between-subjects designs. To control for nuisance

effects of person attributes while comparing groups,

randomization, the most important control tech-

nique in experimental psychology, should routinely

be applied to keep unknown confounding influ-

ences constant across conditions.

If individuals are the units of assessment, a more

frequent case in psychological assessment, within-

subject designs are required in which each to-be-

assessed individual is observed under each of the

conditions of the design. In this situation, nuisance

effects, particularly those associated with the order

in which the experimental conditions are arranged,

are most threatening. We can distinguish retest

effects and carryover effects (Davis, 1995). Retest

effects refer to systematic differences between early

and late tests in a test sequence, irrespective of the

type of treatment that precedes the other. Training

and fatigue effects are examples of positive and neg-

ative retest effects, respectively: Training effects

help the participants to perform better the longer

the experiment lasts, and fatigue effects do just the

opposite. Carryover effects, in contrast, are not sim-

ply additive effects of the treatment position in a
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treatment sequence. They refer to treatment-

sequence interactions, that is, to the phenomenon

that the effect of a treatment is modified by the

treatment that precedes it. For example, carryover

effects can take the form of positive or negative

transfer effects: Practicing one task A trains skills

that either facilitate or interfere with the perform-

ance in a subsequent task B. Another type of carry-

over effect refers to task comprehension: The way a

specific task is understood depends on the experi-

mental conditions experienced previously.

Whether randomization of the conditions is

appropriate in within-subject assessment designs

primarily depends on how often each individual is

observed under each condition. Obviously, random-

ization would not make much sense if each individ-

ual is observed only once per condition. For

example, if we are interested in assessing the men-

tal rotation speed of an individual i by applying

Equation (3) to just two response times measured

under two different angles of rotation, we must

assume that the order in which the two rotation

conditions are arranged does not affect the response

times systematically. If this assumption would be

false, then the estimate of v; based on Equation (3)

would be biased irrespective of whether the condi-

tion order was determined randomly or not. How-

ever, the situation would be different if we could

observe each individual many times under each of

the two angles of rotation. By randomizing the

order of the two rotation conditions and applying

Equation (3) to the average response times regis-

tered for each rotation angle, unbiased estimates of

vf could be obtained. More precisely, if each addi-

tional observation causes an additive, treatment-

independent increment or decrement to the

response times (e.g., representing fatigue effects or

training effects), then this effect could be elimi-

nated by repeating the treatments several times and

by arranging them in a random order. Of course,

the efficiency of randomization depends on the

number of repetitions. For just a few repetitions,

randomization does not necessarily eliminate nui-

sance effects in the sample.

Next to randomization, single-case experimental

designs with a fixed, predefined order of the condi-

tions (e.g., the A-B-B-A design) can be applied to

control for additive retest effects. By counterbalanc-

ing the order of the conditions across replications,

these designs can effectively eliminate additive

retest effects even for few repetitions. In addition,

retest effects can be reduced by practicing the rele-

vant tasks prior to the experimental session so that

further training effects are unlikely.

Unfortunately, however, all these techniques are

not really helpful for controlling carryover effects.

The only possible remedy against carryover effects

is to select the order of the conditions and the

breaks between them carefully. Carryover effects

may be strong for one treatment order AB and weak

or absent for the reverse order BA. For example,

assume that A is a yes-no recognition test for a set

of words learned previously, whereas B is a free

recall test for the same words. Obviously, the recog-

nition test A would have a very strong impact on

the subsequent free recall performance B, especially

in the case of a short time lag between both tests.

Reversing the order of conditions (recall-then-

recognition procedure) might be a better idea,

although it is not without problems either

(Batchelder & Riefer, 1999).

We recommend a two-step strategy to cope with

these problems. First, the experimenter should

carefully select (a) the order of conditions and (b)

the breaks between conditions so that the likeli-

hood of order effects, especially carryover effects, is

minimized. Second, the experimenter should per-

form a pilot experiment comparing the treatment

sequence defined in the first step to several control

groups lacking the first treatment(s) of the

sequence. If the data patterns do not depend on

whether other treatments had been undergone

before, this provides evidence that carryover effects

do not pose a major problem. Retest effects can be

examined in a similar way, using several permuta-

tions of the original treatment sequence in the con-

trol groups.

Finally, next to the validity of the assessment

procedure we also need to consider its reliability.

Other things being equal, measures derived from

experimental assessment procedures are likely to be

less reliable than measures derived from single con-

ditions because they typically combine several ran-

dom influences. For example, using Equation (3)
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for measuring the mental rotation speed involves

the estimation of the difference between two mean

response times. Because the variance of the differ-

ence between two independent random variables,

V(X - Y), equals the sum of the single variances,

V(X) + V(Y), the standard error of the difference

between two independent sample means will always

be larger than the standard error of a single mean.

As a consequence, the measure of v( derived from

Equation (3) will be less reliable than the mean

response times from which it is derived.

Depending on the measurement model involved,

there may be several ways to address the reliability

problem. In general, increasing the number of

observations is an effective remedy. One way of

increasing the number of observations would be to

keep the number of experimental conditions con-

stant and increase m, the number of observations

per condition. Another way would be to add more

experimental conditions to the design. In case of

the Shepard-Metzler law, for example, one could

make use of a third or a fourth rotation angle and

then estimate vf by inverting the slope loi of the

regression line fitted through the response times for

the three or four rotation angles.

EXPERIMENTAL ASSESSMENT OF TRUTH

Survey research has proved to be extremely useful

for measuring opinions, attitudes, and behaviors

across a broad spectrum of interest, including the

most highly sensitive and controversial topics. But

can a researcher really expect to get honest answers

when asking for sensitive, socially disapproved, or

incriminating attitudes and behaviors? In this sec-

tion, we discuss four instructive examples of experi-

mental assessment methods, all of which are

concerned with the assessment of truth in sensitive

areas. The first two of these methods, the random-

ized response technique (RRT) and the unmatched

count technique (UCT), are examples for assess-

ments at the group level, whereas the control ques-

tion technique (CQT) and the guilty knowledge test

(GKT) provide assessments at the level of single

individuals. The RRT and the UCT are used in sur-

veys to ask sensitive questions respondents might

be willing to answer in principle, given that they are

assured complete anonymity in a credible manner.

In a more coercive way, the CQT and the GKT are

used in polygraph tests to uncover the truth in cases

in which guilty respondents are by no means willing

to tell the truth because they have to fear serious

consequences on disclosure of their misdoings.

The randomized response technique (RRT) was

first suggested by Warner (1965). He based his

technique on the notion that arguably the most

promising method to encourage honest responding

in surveys is to collect data anonymously. To credi-

bly ensure respondents' anonymity, Warner directed

the respondents to answer to one of two logical

opposites, depending on the outcome of a random-

izing device that selects the question to be

answered with probability p and (1 - p), respec-

tively. For example, a randomized response survey

may consist of the following set of questions per-

taining to a stigmatized Group A (which may con-

sist, e.g., of tax evaders or marijuana consumers):

Question 1: Is it true that you are a member of A?

Question 2: Is it true that you are not a member

of A?

The respondent is asked to answer "yes" or "no" to

one of these questions. Importantly, a randomizing

device (e.g., dice) is used to determine the question

to which the respondent is asked to answer. With

probability p, the respondent is asked to answer

Question 1; with probability (1 - p), the respondent

is asked to answer Question 2. Even though the

researcher does not need nor want to know the out-

come of the dice throw and, consequently, the ques-

tion that is actually being answered, he does know

the probability p that is determined by the nature of

the randomizing device and can, therefore, use ele-

mentary probability theory to determine the per-

centage of respondents' affirmative responses at the

aggregate level:

(5)

where n denotes the proportion of the total popula-

tion belonging to the stigmatized group A. Equation

(5) defines the measurement model of the RRT; it

relates the to-be-measured latent parameter n to the

overall proportion of "yes" responses, P(yes), that
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can be estimated directly from the data. Note that

because the outcome of the randomizing device is

unknown to the interviewer, the respondent's

anonymity is guaranteed; nobody can know

whether a given "yes" answer indicates that a

respondent belongs to the sensitive group. How-

ever, solving for 71 in the preceding model equation,

an estimate of the proportion of respondents being

a member of the stigmatized Group A can be

obtained from the proportion of "yes" responses in

the sample and p, the probability determined by the

randomization device (Warner, 1965):

(6)

Warner's original formulation of the RRT was

followed by many improvements aimed at enhanc-

ing the validity of the approach. For example, to

address the problem that the efficiency of the model

is less than optimal, the sensitive question may be

paired with an unrelated question. The following

questions may then be presented to the two groups

to which each respondent is assigned with probabil-

ity p and 1 - p, respectively:

Question 1: Have you ever used heroin?

Question 2: Do you subscribe to Newsweek?

The prevalence of "yes" responses to the neutral

question has to be known in the randomized

response estimation procedure. If it is not known a

priori, additional empirical evidence is required.

Alternatively, the directed-answer variant of the

RRT may be used in which the respondents are

either asked to report truthfully to the sensitive

question or to ignore the question altogether and

to just say "yes," thereby also protecting those

who give a "yes" answer to the sensitive question

(Fox & Tracy, 1986; Greenberg, Abdul-Ela, Sim-

mons, & Horvitz, 1969). In each case, the preva-

lence of the sensitive attribute in the population

may be estimated from the individual responses,

while the anonymity of each individual respondent

is upheld.

The feasibility of the RRT has been demon-

strated in a large number of studies. The questions

at issue concerned drug abuse, exam cheating, ille-

gal abortions, Social Security fraud, child abuse, tax

evasion, and a host of other sensitive topics. In

most validation studies, the randomized response

approach produced considerably higher estimates of

Tt than did the "yes" responses of direct question-

ing, thus providing evidence for the usefulness and

validity of the approach. Detailed summaries of this

research can be found in Antonak and Livneh

(1995), Chaudhuri and Mukerjee (1988), Fox and

Tracy (1986), and Scheers (1992).

For more than 30 years, all randomized response

models tried to divide the population into two dis-

tinct and exhaustive classes: those respondents who

engaged in the critical behavior and those respon-

dents who did not. The respective sizes of these

classes were represented by the population parame-

ters p and b, respectively. Because these two parame-

ters add up to 1, only one parameter had to be

estimated. This could easily be done based on the

one data category available in most RRT models,

namely, the overall proportion of "yes" responses.

However, despite their many successful applica-

tions, traditional RRT approaches can be criticized

as being susceptible to cheaters, that is, respondents

who do not answer as directed by the randomizing

device. There is indeed evidence that cheating does

occur (Locander, Sudman, & Bradburn, 1976).

Clark and Desharnais (1998) therefore proposed an

extension to the traditional RRT technique that no

longer assumes that all respondents necessarily con-

form to the rules of the RRT. In their cheater detec-

tion model, Clark and Desharnais (1998) took into

account that some respondents may answer "no,"

regardless of the outcome of the randomizing

device. Their model, therefore, endeavors to divide

the population into the following three classes: p

(the proportion of compliant and honest "yes"

respondents, i.e., respondents who honestly admit

the critical behavior); b (the proportion of compli-

ant and honest "no" respondents, i.e., respondents

who truthfully deny the critical behavior); and g

(1-p-b, the proportion of noncompliant respondents

who do not conform to the rules of the RRT and

answer "no" to the sensitive question, regardless of

the outcome of the randomization process). Obvi-

ously, there are two independent parameters in this

model (because the three proportions add up to 1),

and two parameters cannot be estimated on the
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basis of only one proportion of "yes" responses

provided by traditional RRT methods. The prob-

lem of parameter estimation for this model can,

however, be solved by an experimental between-

subject manipulation of the probability with

which participants are forced by the randomizing

device to simply say "yes." Thus, the experimental

approach to psychological assessment again leads

to a considerable improvement in the assessment

quality. By assigning participants randomly to two

groups for which the probability of being forced to

say "yes" by the randomizing device is different,

the null hypothesis that no cheating occurs (g =

0) can be tested.

Another interesting and appealing alternative to

the traditional randomized response method was

developed by Miller (1984). In what has been called

the unmatched count or randomized list technique

(RLT/UCT), much of the complexity and distrust

sometimes associated with the use of randomizing

devices and the seemingly bizarre instructions used

in the RRT are avoided. In the UCT, respondents

are simply given a list of behaviors including the

sensitive behavior of interest as well as a number of

innocuous additional items. The respondent is then

asked to report in total how many of the activities

in the list he or she has engaged in. The assumption

is that the respondent will feel comfortable report-

ing this total count because it does not reveal any

particular activities he or she has been involved in.

In an experimental between-subjects manipulation,

a second sample of respondents is given a similar

list that, however, does not contain the sensitive

question. Let |j, denote the mean number of activi-

ties people engage in without the critical activity. If

71 again represents the proportion of the total popu-

lation engaging in the critical activity, the model

equations of the UCT describing the mean counts

(O.j and fl2 in experimental Conditions 1 and 2,

respectively, as a function of (0, and 7t can be written

as follows:

Jlj = (1 - 7l) |I + 71 (H +1) = H + 7t (7)

u, = \i (8)

Thus, by subtracting the mean counts in the two

samples, an estimate of K, the prevalence of the sen-

sitive behavior, may be obtained as illustrated in

Table 15.1.

Despite its apparent simplicity, some caution

must be exercised when using this technique. For

example, if the nonsensitive items are uncommon,

any total count greater than zero will rouse suspi-

cion. On the other hand, if the nonsensitive items

are common, the total count can reach its theoret-

ical maximum, no longer offering protection to

the respondents. Fox and Tracy (1986) therefore

recommended the use of (a) as many items as fea-

sible and (b) items ranging midway between a 0

and 100% prevalence, making extreme total

counts unlikely. Applied appropriately, the ran-

domized list technique has been shown to lead

to higher estimates for sensitive behaviors than

could be obtained using direct questioning

(LaBrie & Earleywine, 2000; Wimbush &

Dalton, 1997).

What is common to both the randomized

response and the unmatched count technique is

that because of their between-subjects design, they

can only be used to determine the prevalence of the

target behavior at an aggregate level. The status of a

single individual can never be determined without

undermining the honest promise of anonymity on

which these methods are based. However, there are

situations—most often in the course of police

investigations and legal proceedings—in which the

The Randomized List/Unmatched Count

Technique (RLT/UCT)

Sample 1 Sample 2

own a computer.
I've been to France.

I was born in August.

I own a computer.
I've been to France.
I tried heroin.
I was born in August.

Total count 1 Total count 2
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true status of an individual, for example with regard

to his or her guilt in a criminal case, has to be

determined. Cooperation cannot be expected under

such circumstances because of the severe negative

consequences a suspect often has to face in the case

of a conviction. There are, however, experimental

methods of psychological assessment that can be

used to obtain sensitive information even under

such adverse conditions. Unlike the RRT and the

UCT, these techniques rely on within-subject exper-

imental manipulations and are commonly referred

to as the polygraph method.

Polygraphic measurement is certainly among the

most controversial experimental methods of psy-

chological assessment. This is perhaps not surpris-

ing, given that few psychological assessments have

more profound consequences for those who take

them. In the United States, the Employee Polygraph

Protection Act of 1988 eliminated most private-sec-

tor uses of polygraph tests, but there still is a wide-

spread reliance on polygraph testing by state and

local police departments and national security and

law enforcement agencies in the United States.

Polygraph testing is also regularly used by the

police forces in Canada, Israel, and Japan. In child

custody and child abuse cases, they are also often

used in Germany.

The most frequently used procedures in poly-

graph testing are the CQT (control question tech-

nique) and the GKT (guilty knowledge test). Both

rely on a within-subjects experimental manipula-

tion: Suspects are presented with different ques-

tions, and their reactions to these questions are

used to either judge their guilt (in the case of the

CQT) or to demonstrate their knowledge of details

of the crime (in the case of the GKT). We will dis-

cuss the theoretical rationale of these two different

approaches in turn.

The CQT is based on the assumption that guilty

people will be more concerned about questions per-

taining to their misdeed ("Did you rob the bank?")

than to control questions also designed to elicit emo-

tional reactions ("Have you ever taken something

from someone who trusted you?")- Accordingly, their

nervous system is expected to react more strongly to

the relevant than to the control questions. On the

other hand, innocent people are assumed to be less

concerned about their responses to crime-relevant

questions. Instead they are expected to respond more

strongly to the control questions because they are led

to believe that lying to these questions is also cause

for failing the test. Thus the model equations under-

lying the CQT assume that autonomic responses to

critical questions differ by a certain additive incre-

ment or decrement from the corresponding responses

to control questions, depending on whether a person

is actually guilty or not guilty, respectively. The most

frequently used measures of autonomic reaction to

the test questions are electrodermal responsivity

(skin resistance or conductance), respiration, and

blood pressure.

The standard scoring method for the CQT con-

siders control and relevant questions in pairs. For

each physiological channel, a decision is made

whether the control or the relevant questions elicit

the larger response. Scores are assigned for each

channel depending on how much larger or smaller

the response to the control questions is as com-

pared to the response to the relevant questions. By

summing the scores across all question pairs and

the different psychophysiological channels, a total

score is obtained that is interpreted as indicating

either truthfulness or deception. Middle scores are

usually considered inconclusive.

A major criticism of the CQT, forcefully

advanced by Lykken (1974), is that it is biased

against innocent people. To the extent that innocent

individuals are more disturbed by the threatening

accusations contained in the crime-related relevant

questions than by the comparatively innocuous

control questions, false positives will occur. Skeptics

have even argued that the CQT hardly has much

more than chance accuracy with innocent subjects.

Contrary to these claims, CQT advocates have

argued—often based on different studies using dif-

ferent criteria, but sometimes even on the same

studies interpreted differently—that existing

research supports the conclusion that CQT accuracy

with innocent persons (i.e., its specificity) exceeds

90%. (For a more-detailed treatment of this contro-

versy, see lacono, 2000.) With regard to guilty sus-

pects, proponents argue that the sensitivity of the
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CQT exceeds 95% and that it is very difficult for

guilty individuals to learn how to appear nondecep-

tive by using appropriate countermeasures to defeat

the test. In contrast, skeptics argue that the accu-

racy with guilty subjects is probably closer to 75%

when no countermeasures are used and signifi-

cantly less if countermeasures are used, such as bit-

ing the tongue or performing mental arithmetic

during the presentation of the control questions.

Skeptics also argue that information on how best to

use countermeasures is easily accessible nowadays,

and that it would be unrealistic to assume that a

defendant would undergo polygraph testing in an

important issue without trying to use appropriate

countermeasures. Unfortunately, it is possible and

indeed quite easy to train guilty examinees to "pass"

a CQT examination (Ben-Shakhar & Dolev, 1996).

With regard to the objectivity of polygraph test-

ing, interscorer agreement has been shown to be

uniformly high across a wide variety of studies. For

example, Honts (1996) reported the reliability of

blind chart evaluation of numerically scored charts

to be over 0.90. When blindly rescoring polygraph

examinations conducted by Canada's national police

force, however, Patrick and lacono (1991) found

that examiners often relied on information not con-

tained in the original polygraph charts. In 93% of

the cases in which they contradicted their own

numerical scoring, they favored the truthfulness of

the suspect in their report. This finding seems to

suggest that examiners were at some level aware of

the inherent bias of the CQT against innocent peo-

ple and tried to counteract this bias by overriding

the physiological data if it did not agree with

extrapolygraphic information.

Almost nothing is known about polygraph

test-retest reliability. This is unfortunate given the

lack of standardization of applied polygraph tests

and the extent to which subjective factors may

influence the outcome. Research on possible differ-

ences in outcome between "adversarial" tests

administered by law enforcement officials and

"friendly" tests arranged by the suspect's attorney is

also completely missing, a serious shortcoming,

given that it is the results of friendly tests that are

most often presented in court (lacono, 2000).

To assess the validity of polygraph testing, two

types of studies have typically been used. Labora-

tory studies required volunteers to act out a mock

crime and then to lie about it on a polygraph test,

whereas field studies used criminal suspects who

had already taken a test and whose true status

could reliably be determined on the basis of inde-

pendent evidence. Both types of validation studies

have serious limitations regarding their generaliz-

ability to real-life circumstances, however (Ben-

Shakhar & Furedy 1990; lacono & Patrick, 1999).

Although one might reasonably assume that the

embarrassing nature of the control questions is sim-

ilar in the laboratory and in real-life situations,

innocent laboratory subjects are likely to be rela-

tively more responsive to control than to relevant

questions because to them, the relevant questions

have less emotional impact than in real-life investi-

gations. Laboratory studies are therefore likely to

overestimate the accuracy of polygraph tests for

innocent individuals. Accordingly, permitting par-

ticipants in a mock crime study to choose whether

they wanted to be "innocent" or "guilty" (to win

more money if they passed the CQT) has been

shown to reduce CQT accuracy in laboratory tests,

presumably due to the participants' increased sense

of personal involvement in the mock crime (For-

man & McCauley, 1986). Another factor potentially

contributing to an overestimation of the validity of

polygraph testing is that laboratory tests are usually

carried out as part of a standardized experimental

procedure, whereas field tests are likely to vary sub-

stantially across examiners and suspects.

Criminal investigations in which the suspect is

later proved to be deceptive have been used as an

alternative way of assessing the validity of poly-

graph testing. However, it is difficult to collect a

sufficiently large number of cases in which the guilt

or innocence of a suspect can be determined by a

method that is independent of the outcome of the

polygraph test. Patrick and lacono (1991) found

independent evidence for only 1 of 402 presumably

guilty individuals. More important, the fact that

failing the test leads to confessions in a substantial

fraction of test administrations is no evidence for

their validity. If a person passes a polygraph test, he
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or she will usually not be asked to confess, and the

polygrapher will most likely never know if he just

produced a false-negative outcome. The kind of

feedback the polygrapher is most likely to receive—

a confession of a suspect believing in the validity of

the polygraph test he just failed or the conviction

by a judge who himself is influenced by the out-

come of the polygraph interrogation—constitutes a

biased sample and will almost always confirm the

test outcome (Fiedler, Schmid, & Stahl, 2002).

However, the most severe criticism of the CQT cer-

tainly is the lack of convincing evidence for its core

assumption that the occurrence of stronger reac-

tions to crime-related than to control questions will

always be limited to guilty suspects.

A serious and arguably superior competitor to

the CQT that avoids this problematic assumption is

the GKT (guilty knowledge test) developed by

David Lykken (1959, 1960). Even though the GKT

also uses a within-subjects manipulation of ques-

tion content, it has been argued to have a sounder

theoretical rationale and scientific foundation

(MacLaren, 2001). The GKT consists of a series of

multiple-choice questions, all dealing with facts

only the true delinquent can be familiar with. Each

question contains one critical crime-related item

presented among homogeneous control items unre-

lated to the crime. If, for example, the amount of

money that was stolen in a robbery is not known by

the public and only the police and the robber know

that the amount stolen was $10,000, the suspect

could be asked, "What was the amount stolen . . .

$5,000 . . . $10,000 . . . $15,000?" A suspect is

incriminated if his or her physiological responses to

the crime-related alternatives consistently differ in

some way from those evoked by the unrelated con-

trol alternatives. In the preceding example, a guilty

person's autonomic reaction can expected to be

highest at $10,000, thus revealing his or her knowl-

edge and likely involvement in the crime. Unlike

the CQT, the GKT does not have to rely on the

questionable assumption that only the guilty react

more strongly to critical crime-related questions

than to emotionally laden control questions. Rather,

the very construction of the GKT ensures that "for

the guilty subject only, the 'correct' alternative will

have a special significance, an added 'signal value'

which will tend to produce a stronger orienting

reflex than that subject will show to other alterna-

tives" (Lykken, 1974, p. 728). The special signifi-

cance of the critical item in the GKT is mediated

through simple recognition and need not be attrib-

uted to deception, motivation, or fear of punish-

ment. The GKT has, therefore, been called the

cognitive approach to psychophysiological detec-

tion (Ben-Shakhar & Furedy, 1990).

The power of the GKT to detect the guilty

increases in a predictable manner with the number

of items asked. Simultaneously, the probability of a

false positive decreases with an increasing number

of items. A particular strength of the GKT is that

when it is competently performed and based on a

sufficient number of questions, an innocent person

very rarely fails. Therefore, it is not surprising that

the GKT's specificity (proportion of innocent classi-

fied as innocent) has been reported to average from

94% (Ben-Shakhar & Furedy, 1990) to 98% (Elaad,

1990; Elaad, Ginton, & Jungman, 1992). The sensi-

tivity of the GKT (proportion of guilty classified as

guilty) was found to be 76% in a recent meta-analy-

sis by MacLaren (2001). The most frequently cited

disadvantage of the GKT, however, is that factual

evidence must be available that can be developed

into GKT items. Some crimes do not easily lend

themselves to the GKT format because GKT items

should best be based on information that is known

to the police and the perpetrator, but not to inno-

cent suspects. However, details of the crime that are

already known by the public will also likely be

known by innocent suspects. Accordingly, in a

review of FBI case files, Podlesny (1993) concluded

that only a minority of the case files could be used

to develop GKT items. Moreover, several of the crit-

icisms raised against the CQT also apply to the

GKT. Most important, the GKT is also susceptible

to countermeasures of suspects who are actually

guilty based on the voluntary augmentation of reac-

tions to the control items (Honts, Devitt, Winbush,

& Kircher, 1996).

For several decades, an often-heated controversy

surrounded the use of polygraph testing (e.g., Faig-

man, Kaye, Saks, & Sanders, 1997). Today, virtually
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all professional polygraphers believe that the exist-

ing evidence, despite its limitations, supports the

use of polygraph testing as a forensic tool. Social

scientists rather tend to stress the need for more

compelling evidence of validity before techniques

are adopted that severely affect the judicial system

and the civil liberties of those tested. Given the

commitment of the large number of professional

polygraphers in many countries and the often-fun-

damental criticism raised against their methodology

by basic research scientists, polygraphic measure-

ment will likely continue to be the most controver-

sial experimental method of psychological

assessment.

EXPERIMENTAL METHODS IN SURVEY

RESEARCH

All the methods discussed previously largely

assume that truth is known to the respondents and

that it is a dichotomous variable. There are, how-

ever, situations in which there is no absolute truth

and in which the "real" answer may not be an

unequivocal true or false. For example, a common

assumption in cognitively oriented survey research

is that people construct judgments of attitudes or

behavior on the spot on demand, using the infor-

mation that is accessible from their memories at the

time of judgment (e.g., Schwarz & Bless, 1992;

Strack <Sr Martin, 1987). Some of this information

may be chronically accessible and brought to mind

whenever an issue is being referred to, resulting in

judgments that are relatively stable over time. Other

information, however, may be less accessible, and

the context is an important determinant of whether

it will be activated. Such information may inadver-

tently be made accessible to respondents via fea-

tures of a self-report instrument as, for example, the

presentation order of questions or the range of

numerical response scales. This temporarily accessi-

ble information is capable of influencing the

respondent during any of the stages of the response

process, including question interpretation, retrieval

of information from memory, judgment, and the

generation of a response. In the worst case, the

effects of such temporarily accessible information

may lead to systematic measurement error. Experi-

mental methods of controlling the effects of contex-

tual features on response processes can help to

address this problem.

For example, according to the inclusion—exclusion

model (Schwarz & Bless, 1992), assimilation occurs

when information retrieved for answering a preced-

ing question comes to mind and is used to form a

temporary representation of the target of the cur-

rent question. On the other hand, contrast effects

occur when the information retrieved for an earlier

question is excluded from the respondent's tempo-

rary representation of the target. The experimental

variation of question order makes such context

effects visible and also provides a means of control-

ling them.

Along a similar vein, several studies have shown

that the range of frequencies in response options

also affects the response process of survey respon-

dents (e.g., Schwarz, Hippler, Deutsch, & Strack,

1985). For example, in an experimental investiga-

tion of response option ranges, respondents who

were presented with a high-frequency range of

responses (from "4 or less" to "9 or more") indi-

cated to have been more often emotionally

depressed during the past month than respondents

presented with a lower range of response options

(from "0" to "5 or more"; Harrison & McLaughlin,

1996). Again, only an experimental variation of dif-

ferent response options allows detecting and

addressing such effects. Additional variables affect-

ing the likelihood and direction of item order

effects, as well as ways of addressing them, are sum-

marized in Schwarz (1999); Sudman, Bradburn, and

Schwarz (1996); Tourangeau (1999); and

Tourangeau, Singer, and Presser (2003).

GUIDELINES FOR USING EXPERIMENTAL

ASSESSMENT METHODS

The previous sections of this chapter have shown

how experimental methods can help address prob-

lems of psychological assessment for which alterna-

tive solutions based on more traditional methods

still appear to be lacking. Therefore, it should not

come as a surprise that experimental assessment

methods have become more and more frequent in

psychological research during the past two decades.
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In the area of memory assessment, for example,

both the process dissociation procedure of measur-

ing controlled ("explicit") and automatic

("implicit") memory processes (e.g.,Jacoby, 1991,

1998) and the source monitoring paradigm (e.g.,

Johnson, Hashtroudi, & Lindsay, 1993) designed to

assess simultaneously item memory (i.e., memory

for a piece of information) and source memory (i.e.,

memory for the source or the context of a piece of

information) have become frequently used tools.

Most of the measurement models developed for

these and other cognitive paradigms belong to a

very general class called multinomial processing

tree models (Batchelder & Riefer, 1999; Riefer,

Knapp, Batchelder, Bamber, & Manifold, 2002).

As another example from the field of biopsy-

chology consider the subtraction method routinely

used in neuroimaging studies to detect brain

regions that are associated with specific cognitive

processes. The difference method also belongs to

the class of experimental assessment techniques

because it is based on the within-subjects compari-

son of brain activities under two experimental con-

ditions that presumably differ only in the cognitive

activity that is performed in response to the

demands of a task. Still another example is the

Implicit Association Test (IAT) recently introduced

by Greenwald, McGhee, and Schwartz (1998) to

assess "implicit" or unconscious attitudes in social

psychological and personality research. Like some

of the techniques considered previously, the IAT is

based on the wi thin-subjects comparison of

response times registered under two experimental

conditions, a congruent condition that favors fast

responding and an incongruent condition that hin-

ders fast responding to the extent that there is an

implicit association between two concepts of inter-

est. These examples may suffice to illustrate that

the list of possible applications of experimental

assessment techniques is indeed long and includes

all branches of psychology.

As we have seen, however, experimental assess-

ments, like more traditional assessment methods, are

not without problems. First, the validity of an exper-

imental assessment method depends on the validity

of the measurement model or law on which it is

based. Therefore, these techniques should not be

applied in practice unless strong evidence supporting

the underlying model or law has been accumulated.

This necessary process of model validation may even

lead to better measurement models than the one the

validation process has started with. In the area of

memory assessment, this has happened quite fre-

quently, for example, in the case of measurement

models developed for the process dissociation proce-

dure (e.g., Buchner, Erdfelder, Steffens, & Martensen,

1997; Buchner et al., 1995; Erdfelder & Buchner,

1998b; Steffens, Buchner, Martensen, & Erdfelder,

2000; Yonelinas & Jacoby, 1996; Yu & Bellezza,

2000) or source monitoring tasks (Batchelder &

Riefer, 1990; Bayen, Murnane, & Erdfelder, 1996;

Dodson, Holland, & Shimamura, 1998; Klauer &

Wegener, 1998; Meiser & Broder, 2002; Riefer, Hu,

& Batchelder, 1994). The randomized response and

polygraph lie detection techniques have taken similar

routes (see earlier discussion, this chapter).

In testing measurement models or laws for pur-

poses of psychological assessment, three aspects

should be kept in mind. First, one should try to

avoid saturated models that can fit any empirical

data structure simply because the number of esti-

mated parameters equals the number of data points

to which the model is being fitted. To provide for

testable models, it is much better to ensure that the

number of independent data points exceeds the

number of parameters estimated from these data.

Second, in testing nonsaturated measurement mod-

els, one should refer to the empirical level that is

implied by the assessment technique. If the assess-

ment technique refers to aggregates, then the empir-

ical tests should refer to the same aggregates. In

contrast, if the assessment method refers to individ-

uals, then the empirical model tests should also per-

tain to individuals. Model validity on one level does

not imply validity on the other level. Third, model

validation requires more than just establishing

acceptable goodness-of-fit indices. Systematic vali-

dation studies have to establish the construct valid-

ity of the model parameters by showing that they

differ between certain populations or treatment con-

ditions in a way that is consistent with their psycho-

logical interpretation (see Bayen et al., 1996;

Buchner et al, 1995; Erdfelder & Buchner, 1998a;

Klauer & Wegener, 1998; Meiser & Broder, 2002).
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If a model has passed all these validation hur-

dles, reliability of parameter estimates is a final

issue. The standard way of enhancing reliability by

increasing the number of data points is not always

applicable because it can be costly, time consuming,

or even interfere with the validity of the assessment

method. In such a situation it is useful to study

how the confidence intervals of the to-be-assessed

parameters depend on the values of other model

parameters that are of minor importance in the

assessment context. In Clark and Desharnais'

(1998) cheater detection RRT model, for example,

the test administrator may choose any pair of prob-

abilities pl and p2 underlying the two random

devices required for this method. Although the val-

ues p1 and p2 might be less relevant psychologically,

they do affect the error of the estimate of the target

parameter n and thus the reliability of the assess-

ment method in total. By carefully selecting both

the context of the test and the values of background

parameters such as pl and p2 in the model of Clark

and Desharnais (1998), test administrators often

can maximize the reliability of experimental assess-

ment at no additional cost.
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C H A P T E R 16

METHODOLOGICAL APPROACHES FOR

ANALYZING MULTIMETHOD DATA

Michael Eid

Multimethod research programs require diverse

methods of data analysis that take the multimethod

character into account. Methods analyzing the con-

vergence of different methods that are supposed to

measure the same latent construct have a long tra-

dition in psychometrics. They can be traced back to

Spearman's (1904) claim of a correlational psychol-

ogy that should detect common structures underly-

ing fallible measures that are distorted by several

error influences. The history of psychometrics can

be considered the refinement of methodological

approaches explaining multivariate associations in a

more appropriate way. Because of the great impor-

tance of multimethod research strategies, a host of

methodological approaches for the analysis of mul-

timethod structures have been developed

(Dumenci, 2000; Schmitt & Stults, 1986). However,

not all of them can be considered in this handbook,

and some reasons why we selected certain method-

ological approaches to be discussed in more detail

in the following chapters will given in the current

chapter. The aim of this chapter is threefold. First,

five conceptual distinctions will be discussed that

influence the choice of data-analytic approaches for

analyzing multimethod data. Second, an overview

of several statistical approaches for multimethod

data that are dealt with in more detail in the follow-

ing chapters will be given to highlight their essen-

tials and to provide reasons why these approaches

have been chosen. Third, more traditional

approaches such as correlation analysis, which is

not discussed in more detail in the following chap-

ters, will be considered here to provide the reader

with in-depth knowledge of multimethod

approaches.

MAJOR DISTINCTIONS OF

METHODOLOGICAL APPROACHES FOR

ANALYZING MULTIMETHOD DATA

It is important to understand the distinctions

among methods before choosing an approach to

any research question under consideration. To this

end, I will discuss five general distinctions among

methodological approaches: single versus multiple

trait methods, single-indicator versus multiple-

indicator methods, interchangeable versus struc-

turally different methods, temporal versus

nontemporal methods, and metrical versus categor-

ical data methods.

Methods for Measuring Single Versus

Multiple Traits

An important first distinction concerns the question

of whether methods are appropriate for analyzing

one construct or several constructs. To be in line

with the terminology of multitrait-multimethod

analysis, all constructs will be called "traits" in this

chapter. Data-analytic methods for a single trait can

be applied to separate a common trait-specific

source of variance from systematic method-specific

influences and unsystematic measurement error.

Consequently, convergent validity as well as method

specificity can be estimated. Data-analytic methods
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for multiple traits additionally allow the analysis of

the generalizability of method effects across traits. If

one considers different raters to be different meth-

ods in one's research, one could analyze, for exam-

ple, whether a rater bias generalizes across the traits

(i.e., whether a rater over- or underestimates all

traits of an individual in the same way) or whether

there is an interaction between the rater and the

trait indicating that the method effect depends on a

trait. For example, a rater might overestimate an

individual's neuroticism but not his or her extraver-

sion. Only multitrait analyses can detect the gener-

alizability versus trait specificity of method

influences. If the method effect generalizes perfectly

across traits, measurement error can be separated

from systematic method-specific effects. In this

case, the different methods serve ?s different indica-

tors for one trait, and the different traits measured

by the same method serve as different indicators for

the method effect. However, if a method effect does

not generalize perfectly across traits and there is

only one indicator for a trait-method unit, measure-

ment error and method-specific effects cannot be

sufficiently separated (Eid, Lischetzke, Nussbeck, &

Trierweiler, 2003). However, this separation is pos-

sible if there are multiple indicators for each trait-

method unit.

Single-Indicator Versus Multiple-Indicator
Methods
A second distinction separates models into those

with single indicators and those with multiple indi-

cators for each trait-method unit. In single-indica-

tor approaches like the traditional

multitrait-multimethod (MTMM) matrix of Camp-

bell and Fiske (1959), there is only one indicator

for a trait-method unit (e.g., one self-report item

measuring extraversion). Multiple-indicator

approaches require at least two indicators for each

trait-method unit (e.g., several self-report items

measuring extraversion). Multiple-indicator

approaches have the advantage that unsystematic

measurement error can be more appropriately sepa-

rated from systematic method-specific effects, and

that the generalizability of method effects can be

more adequately analyzed (Eid et al., 2003; Marsh

&Hocevar, 1988).

Interchangeable Versus Structurally
Different Methods
A third important distinction concerns the type of

method considered. Generally, one can distinguish

between interchangeable methods and methods that

are structurally different (Kenny, 1995). Inter-

changeable methods cannot be distinguished with

respect to psychological criteria. An example could

be students who are randomly chosen from the

classes of different teachers to provide a rating of

the teaching quality. In this case, there is no struc-

tural difference between the students. All students

have more or less the same access to the teacher's

behavior, and it does not really matter who rates the

teacher. Interchangeable and randomly selected

raters are typically used if one is interested in (a)

measuring a trait (e.g., teaching ability) and (b)

estimating the precision with which this trait can be

measured on the basis of multiple ratings (conver-

gent validity).

The situation is quite different if one asks, for

example, the teacher him- or herself, a student, and

the principal of the school to rate the teaching qual-

ity of the teacher. In this case, the three raters are

structurally different because they are not randomly

chosen from the same set of possible raters.

Whereas in the case of multiple student ratings it is

reasonable to assume that the different students

have the same access to the teacher's behavior, this

is quite different with the teacher, the principal, and

the student rating. Because the raters have different

perspectives, it might be more interesting to con-

trast the ratings and to explain the differences

between them. For example, it would be interesting

to find out why the ratings of the principal and the

student might differ from the self-report. Whereas

the mean value of randomly chosen students is a

reasonable measure of the teacher's quality of teach-

ing (as the average opinion of the students), this is

not necessarily the case for structurally different

raters if one does not know why the ratings differ.

If the principal has never visited the teacher while
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he or she was teaching, one might hesitate to define

the teaching quality as the mean of the three rat-

ings. Nevertheless, it would be interesting to ana-

lyze why the principal's view differs from the

teacher's and the student's view to learn more about

principals' subjective theory of teacher qualities.

Along a similar vein, it would be interesting to

examine the differences in the views of the teacher

and the student and not to just simply aggregate the

two ratings to diminish method specificity.

The distinction between randomly selected (inter-

changeable) and structurally different raters is quite

similar to the distinction between random and fixed

factors in the analysis of variance (e.g., Hays, 1994).

In the case of random factors, the different groups

(methods) of a factor are considered as randomly

chosen from a population, and the researcher aims to

estimate the variation of the factor. In the fixed effect

model of analysis of variance, the aim is to analyze

the effect of different groups and to contrast them.

Hence, the concept of interchangeable versus struc-

turally different methods has consequences for the

choice of a methodological approach.

Temporal Versus Nontemporal Methods
Temporal methods use the same measure to analyze

the same individuals repeatedly (Kenny, 1995),

meaning that the measurement occasions can be

considered different methods. For example, the

mood of an individual can be repeatedly assessed in

different situational contexts to estimate his or her

tonic mood level. In longitudinal studies, the meth-

ods (i.e., situations, occasions) have a temporal

order, and methods for longitudinal data analysis

must take this into consideration. As a conse-

quence, methods of data analysis that are appropri-

ate for multimethod research in general have to be

adapted for temporal analysis by taking the tempo-

ral order into account (Khoo, West, Wu, & Kwok,

chap. 21, this volume).

Methods for Metrical Versus Categorical Data

In choosing one method of data analysis it is also

necessary to take the nature of the data into consid-

eration. Methods that are appropriate for metrical

variables are usually not appropriate for categorical

data and vice versa.

OVERVIEW OF METHODOLOGICAL

APPROACHES FOR MULTIMETHOD

RESEARCH

The five distinctions presented so far influence the

selection of the methodological approach most

appropriate for examining a research question

under consideration. Three classes of approaches

will be dealt with in more detail in this handbook.

They are either widely used traditional approaches

or they provide a flexible modeling framework that

can be used to model multimethod data with

respect to the conceptual distinctions:

(a) correlation and association methods, (b) latent

variable models, and (c) models of analysis of vari-

ance, generalizability theory, and multilevel models.

Correlation and Association Models
The convergence of methods can be assessed by

correlating the methods that are supposed to meas-

ure the same trait. Campbell and Fiske (1959) have

extended this idea by defining an MTMM correla-

tion matrix. In this matrix there is one indicator for

each trait-method unit, and this matrix allows a

thorough analysis of convergent and discriminant

validity by comparing several correlation coeffi-

cients (e.g., the correlations between different

methods measuring the same trait versus those

between different methods measuring different

traits). Schmitt (chap. 2, this volume) describes

this approach in more detail. Campbell and Fiske's

criteria for evaluating an MTMM matrix offer

researchers a valuable and widely used approach to

multimethod research. The interpretation of the

MTMM correlations, however, is difficult when

there are differences in the reliabilities of the meas-

ures because the reliabilities limit the sizes of the

correlations (Millsap, 1995b). Therefore, analyzing

and interpreting latent MTMM correlations that can

be estimated by latent variable models is recom-
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mended (Eid, Lischetzke, & Nussbeck, chap. 20,

this volume; Rost & Walter, chap. 18, this volume).

The MTMM matrix was the basis for the refine-

ment of correlation models testing specific hypothe-

ses about the way trait and method influences are

connected. It is based on Campbell and O'Connell's

(1967) idea that the size of the correlations between

traits depends on the similarity of methods used to

measure the different traits, Swain (1975) devel-

oped a direct product model in which the correla-

tions of an MTMM matrix are supposed to be a

product of two correlations indicating convergent

(correlation between methods) and discriminant

(correlation between traits) validity. According to

this model, the correlation Cor(Yfe, Y.() between an

observed variable Yjfe measuring the trait i with

method k and an observed variable Y, measuring

the trait j with the method I can be decomposed in

the following way: Cor(Yjfe, Yj;) = Cor(T.,T.) x

Cor(Mk, M,). The correlation Cor(Tj(T.) represents

the association between two traits (discriminant

validity); the correlation Cor(Mh, M() denotes the

correlation between the two methods (convergent

validity). Moreover, the correlation between two

observed variables measuring two different traits

depends not only on the correlation of traits but

also on the correlation of methods. If the same

methods are used to measure the two different

traits, the correlations of the observed variables

equal the correlations of the two traits. If the same

two traits are measured by two different methods,

the correlation of the traits is attenuated by the cor-

relation of the methods. Thus the smaller the corre-

lations between the methods, the smaller are the

expected correlations of the observed variables

measuring the traits by these methods.

The Campbell and Fiske (1959) criteria can be

evaluated by comparing different correlations of the

direct product model (Browne, 1984; Cudeck, 1988;

Marsh & Grayson, 1995). When considering the

simplest example with two traits and two methods,

these criteria can be evaluated as follows: (a) The

correlations between two methods, for example,

Cor(Mp M2), should be large indicating convergent

validity, (b) The monotrait-heteromethod correla-

tions [e.g., Cor(Yn, Y12)] should be higher than the

heterotrait-heteromethod correlations [e.g., Cor(Yn,

Y22)]. Expressed in terms of the direct product

model: Cor(TvT^ x Cor(Mp M2) > Cor(TpT2) X

Cor(Mp M2). Because CorCTj,^) = 1, this criterion

is fulfilled whenever the correlation between traits

is smaller than 1. (c) The monotrait-heteromethod

correlations [e.g., Cor(Ylp Y12)] should be higher

than the heterotrait-monomethod correlations [e.g.,

Cor(Ylp Y21)], for example: Cor(TpTj) X Cor(Mp

M2) > Cor(TpT2) X Cor(Mp Mj). Because Cor(TpT1)

= Cor(Mp Mj) = 1, this requirement is fulfilled

when Cor(Mv M2) > Cor(TpT2), and—more gener-

ally—when the between method-correlations are

larger than the between-trait correlations, (d) The

pattern of trait interrelationships should be the

same considering the submatrices of the MTMM

matrix (see Schmitt, chap. 2, this volume) compar-

ing all possible method combinations. This require-

ment is always fulfilled when the direct product

model is appropriate for the data because in a het-

eromethod block, all trait correlations are weighted

by the same method correlation, for example,

Cor(Mp M2), ensuring that the ratio of two trait

correlations is the same for all different mono- and

heteromethod blocks taken into consideration.

Browne (1984) extended the direct product

model to the composite direct product model, which

also considers measurement error influences.

Wothke and Browne (1990) have shown how this

model can be formalized as a model of confirmatory

factor analysis (see also Dumenci, 2000). The direct

product models are attractive models because their

parameters are closely linked to Campbell and

Fiske's (1959) criteria. Their application is most

useful when the expected MTMM correlations fol-

low the proposed structure. They are, however, also

limited. For example, they do not imply a partition

of the variance in separate trait and method por-

tions (Millsap, 1995b). Moreover, the models

assume that the correlations between traits are the

same for all monomethod blocks. This means, for

instance, that the correlations between traits meas-

ured by self-report must equal the correlations

between traits that are all assessed by peer report.

This is a limitation of the model. Moreover, these

models are based on single indicators for each trait-

method unit, making the appropriate determination

of reliability difficult.
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Correlation methods are most appropriate for

metrical variables as the convergence between two

methods is represented by one value. For categorical

(nominal, ordinal) variables, other coefficients are

needed that take the categorical nature of the data

into account because the convergence between meth-

ods could be different for the single categories of a

variable. Consider two ratings for example: There

might be high agreement for one category (i.e.,

whenever one rater chooses this category, the other

rater chooses the same category) but low agreement

for other categories. Because researchers are often

less familiar with association models for categorical

data than with classical correlation analysis, these

methods will be explained in more detail in Fridtjof

Nussbeck's chapter (chap. 17, this volume). He

shows how association coefficients for categorical

data can be denned and how loglinear modeling can

be used to test specific hypotheses about the associa-

tion and agreement with respect to categorical data.

Latent Variable Models

The correlation and association methods described

so far are correlations between observed variables

that are usually affected by measurement error.

Latent variable models are statistical approaches

designed to separate measurement error from "true"

individual differences. Moreover, latent variable

models allow the definition of latent variables that

represent different sources of influence on the

observed variables. The advantage here is that one

can model complex structures that link latent trait-

specific and latent method-specific variables to

other latent variables. Concepts of criterion-related

validity can, therefore, easily be linked to concepts

of convergent and discriminant validity.

Latent variable models can be classified into four

groups depending on whether the observed vari-

ables and the latent variables are categorical or met-

rical (Bartholomew, 1987). Models with categorical

observed variables and metrical latent variables are

models of item response theory (IRT) and models of

factor analysis for categorical response variables.

Models with categorical observed and categorical

latent variables are models of latent class analysis.

Models with metrical observed and metrical latent

variables are models of factor analysis (for metrical

observed variables) and, more generally, structural

equation models (SEM), whereas models for metrical

observed and categorical latent variables are latent

profile models.

SEM and IRT are approaches for metrical latent

variables. SEM is the methodological approach that

has been most often applied to analyze

multitrait-multimethod data. It offers a very flexible

modeling framework for defining models for quite

different purposes. SEM are very general models

implying other approaches such as the composite

direct model, covariance component models

(Wothke, 1995), and models of analysis of variance

as special cases. They allow easy extensions of

existing models, for example, to consider multiple

indicators of a trait-method unit. Eid et al. (chap.

22, this volume) provide an introduction to these

models and present some models for analyzing

MTMM data. Recent developments in IRT offer a

similarly flexible modeling framework for categori-

cal response variables. Rost and Walter (chap. 18,

this volume) show how multicomponent IRT mod-

els can be applied to multimethod data structures.

SEM and multicomponent IRT models are very

flexible methodological approaches. Several models

for analyzing MTMM data have been developed in

these frameworks. However, sometimes it might be

necessary to adapt these models or to formulate

new models for analyzing a research question.

Therefore, the aim of the following chapters in this

handbook is not to give a sufficient overview of all

possible models that can be considered when con-

ducting research, but to introduce the basic ideas of

these approaches and to illustrate their advantages

and limitations by referring to some important

models and applications.

IRT models are models for categorical observed

variables. SEM have been developed for metrical

observed variables. However, there are also

approaches for modeling dichotomous and ordinal

variables with SEM. The development of new meth-

ods for estimating and testing SEM for ordinal vari-

ables (Muthen, 2002) makes it possible to analyze

ordinal variables with structural equation modeling

as well. In fact, Takane and de Leeuw (1987) have

shown that SEM of ordinal variables are equivalent

to special models of IRT. What are the differences
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between IRT models and SEM for ordinal variables

with respect to the analysis of MTMM data?

SEM for ordinal variables are closely linked to the

traditional way of structural equation modeling,

which means they aim to explain a bivariate associa-

tion structure (in this case the polychoric correlation

matrix) by a set of latent variables. The great advan-

tage of SEM for ordinal variables is that this associa-

tion structure can be modeled by different latent

variables representing trait- and method-specific

influences as first- or higher-order factors. SEM for

ordinal variables is variable-centered as trait- and

method-specific influences are analyzed on the level

of individual differences. The covariances between

latent trait-method units are usually the starting point

for SEM, and these covariances can be modeled in a

very flexible way considering several latent variables.

The covariances of latent trait-method units are

almost the end point of Rost and Walter's (chap. 18,

this volume) presentation of multicomponent IRT

models for multimethod data. The IRT models that

they discuss are more restrictive with respect to the

homogeneity of the items considered because differ-

ences in the discrimination parameters are not

allowed (which are represented by different factor

loadings in SEM). Moreover, these models are less

variable centered because the modeling of the associ-

ations of the latent trait-method unit is not at the

center of their focus. IRT models for multimethod

data focus more strongly on a decomposition of item

parameters and person parameters to detect general

and item- and person-specific method influences. A

strong advantage of IRT models is the many possibil-

ities to decompose the item parameters (which is not

the focus of SEM), the extension of these models to

mixture distribution models to detect structurally

different subgroups, and the estimation of individual

person parameters (which is less intended by SEM).

Moreover, the measurement theoretical basis of the

multicomponent IRT models and their implications

for the estimation of the model parameters is impres-

sive. Hence, both types of models stress different

kinds of multimethod influences, and an interesting

domain of future psychometric research would be a

closer integration of both traditions.

Latent class and latent profile analysis are

approaches for categorical latent variables. There is

good reason to assign latent class models to the family

of IRT models, and therefore, Rost and Walter (chap.

18, this volume) also introduce latent class models

and show how they can be combined with other IRT

models to analyze MTMM data. Several other

approaches have applied the latent class modeling

framework for analyzing interrater agreement, and

Nussbeck (chap. 17, this volume) refers to these

approaches. Latent class models have been extended

to log-linear models with latent variables (Hagenaars,

1993). Log-linear models with latent variables are

comparable to SEM in their flexibility to model latent

structures. Eid and Langeheine (1999, 2003) have

shown how latent state-trait models (see Khoo et al.,

chap. 21, this volume) can be formulated for categori-

cal latent variables using this framework. This type of

model can also be adapted for MTMM research, but

there are currently very few applications to MTMM

data (Eid, Lischetzke, Nussbeck, & Geiser, 2004).

Latent profile models are latent class models for

metrical observed variables. However, a systematic

application of this approach to multimethod data is,

to our knowledge, still missing. Rather, new and ver-

satile computer programs such as Mplus (Muthen &

Muthen, 2004) will certainly contribute to a broader

application of these models for MTMM research.

In sum, latent variable approaches for multi-

method data have typically been applied to situa-

tions with metrical latent variables (IRT, SEM), and

these approaches will be described in more detail in

the current handbook. However, modeling

approaches for latent categorical variables (latent

class analysis, latent profile analysis) offer manifold

and versatile new ways of analyzing the convergent

and discriminant validity of typological structures

that are of great importance for different areas of

psychology (e.g., clinical psychology). This will cer-

tainly be one of the major future domains of psy-

chometric research concerning multimethod

measurement.

Analysis of Variance, Generalizability
Theory, and Multilevel Modeling

Analysis of variance. The application of analysis

of variance (ANOVA) models has a long tradition

in multimethod research. To analyze the conver-
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gence of several methods measuring the same

trait, ANOVA models are routinely applied (Mill-

sap, 1995b; Tinsley & Weiss, 2000). In general,

two types of factors can be considered in ANOVA

models: random and fixed factors. Random fac-

tors are considered when the levels of a factor are

a random sample from a population and the

research goal is to generalize to the population.

For example, if different raters are randomly

selected to rate the trait of different individuals,

ANOVA with random factors can be applied to

test convergent validity. In this case, variance

components and intraclass correlation coefficients

can be estimated to indicate the convergence of

the different methods (Shrout & Fleiss, 1979;

Tinsley & Weiss, 2000). In the case of structurally

different methods, the factor can be considered

fixed, and differences between the methods can,

for example, be analyzed by planned contrasts.

ANOVA designs can easily be adapted for MTMM

studies if one considers the three factors person,

trait, and method. Millsap (1995b) discussed the

advantages and limitations of ANOVA models for

MTMM research. He concluded that ANOVA

designs are most appropriate when method influ-

ences generalize across traits but that ANOVA

models have problems detecting method influ-

ences that are trait specific, that restrict variances

(such as the central tendency response bias), and

that are related to rater halo effects.

Generalizability theory. The classical ANOVA

framework has been a starting point for many

theoretical and methodological extensions from

which generalizability theory has become very

influential. Cronbach, Gleser, Nanda, and Rajarat-

nam (1972) developed generalizability theory

based on the ANOVA methodology as a theoreti-

cal framework for analyzing the dependability of

psychological measurements on different sources

of influences (e.g., methods). Several coefficients

for evaluating the generalizability of the results of

a study can be estimated (Hox & Maas, chap. 19,

this volume). Moreover, generalizability theory

builds a fruitful theoretical framework for the

conceptualization and the analysis of multi-

method studies because it allows the considera-

tion of different types of methods (random, fixed)

and different types of method structures. For

example, the same raters can rate all individuals

(crossed design) or raters can be specific for one

individual, for example, friends (nested design).

Multivariate generalizability models also allow

multiple indicators for a trait-method unit, for

example, by considering indicators as a further

facet or by referring to multivariate models of

generalizability theory (Jarjoura & Brennan,

1983). Hox and Maas (chap. 19, this volume)

give an introduction to generalizability theory.

Multilevel modeling. In recent years, multilevel

analysis, which represents another extension of

linear models such as ANOVA and regression

analysis, has become very popular in psychologi-

cal research (Bryk & Raudenbush, 1992; Gold-

stein, 1995; Hox, 2002). Multilevel models have

been developed to analyze data that are hierar-

chically ordered. For example, if an individual is

rated by several friends who are chosen from his

or her group of friends, this is a typical nested

design with raters nested within targets. Multi-

level models are particularly appropriate for

these data structures, as they allow a very flexible

modeling of method effects for these designs. For

example, the number of friends chosen could be

different for different target individuals. Multi-

level models particularly allow a very flexible

analysis of interchangeable methods, such as ran-

domly selected raters, although other types of

methods can also be considered.

The Coalescence of Statistical Models
Several statistical models have been described so far

as distinct families of approaches that makes the

flexible modeling of multimethod data possible.

Although the distinctness helps us understand the

peculiarities of each method, it conceals the close

relationships between the methods. For example,

IRT models can also be formulated as multilevel

models for categorical variables (Rijmen, Tuer-

lincks, de Boeck, & Kuppens, 2003). Moreover, an

increasing endeavor by psychometric researchers

has been observed to integrate the advantages of

several methodological approaches. For example,
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Rost and Walter (chap. 18, this volume) show how

Rasch models can be integrated with latent class

models to detect population heterogeneity. Most

recently, SEM have also been combined with latent

class models to achieve structural equation mixture

modeling (Bauer & Curran, 2004; Jedidi, Jagpal, &

de Sarbo, 1997). Latent class models have been

extended to multilevel models (Vermunt, 2003),

and this is also true for SEM (Muthen, 1994) and

models of IRT (Adams, Wilson, & Wu, 1997).

These extended models offer enormous possibilities

for formulating multimethod models. However, not

everything that is possible is theoretically meaning-

ful. Both the choice and the formulation of an

appropriate model have to be guided by theoretical

assumptions about the measurement process and

the type of methods considered.

The following chapters demonstrate how the

modeling frameworks of loglinear modeling (Nuss-

beck, chap. 17, this volume), IRT (Rost & Walter,

chap. 18, this volume), generalizability theory and

multilevel modeling (Hox & Maas, chap. 19, this

volume), and SEM (Eid et al., chap. 20, this volume)

can be applied to define models for different pur-

poses of multimethod research. Finally, Khoo et al.

(chap. 21, this volume) show how different

approaches such as SEM and multilevel modeling

can be used for analyzing longitudinal data.

As previously mentioned, the aim of these chap-

ters is not to present a complete list of multimethod

models that have been discussed in these domains.

Rather, it is intention of this handbook to provide a

comprehensible introduction to the possibilities of

these approaches to multimethod research, thus

enabling readers to find or create the model that is

most appropriate for their research question.
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C H A P T E R 1 7

ASSESSING MULTIMETHOD ASSOCIATION

WITH CATEGORICAL VARIABLES

Fridtjof W. Nussbeck

This chapter provides an introduction to methods

for analyzing the associations between categorical

variables. The focus is on the analysis of

nonordered categorical data, also referred to as

nominal data or nominal variables (for the analysis

of ordered categorical data, see Rost & Walter,

chap. 18, this volume). First, general association

indices such as the proportion (or percentage)

agreement index, the occurrence (nonoccurrence)

agreement index, the chi-square value, and coeffi-

cient kappa are presented. Their advantages and

disadvantages are discussed. The second section

shows how loglinear modeling can be used to ana-

lyze associations between categorical variables.

Nominal variables are variables whose values only

serve to identify categories without any quantitative

meaning. Clinical disorders, for example, are often

assessed using nominal variables. The assignment of

"1" to "paranoid schizophrenia disorder" and "2" to

"major depressive disorder" is equally admissible as

the reverse. The assignment of numbers to the cate-

gories has no impact on the further analysis of the

data, because nominal variables are not ordered in a

specific manner. Nominal variables can be obtained

using a wide array of measurement methods such as

self-ratings, peer ratings, and medical and psycho-

logical diagnoses (see Neyer, chap. 4, this volume;

Bakeman & Gnisci, chap. 10, this volume). It is

important to note that every subject has to be cate-

gorized and that he or she can only be classified into

one category. In other words, the categories must be

exhaustive and mutually exclusive. In most cases,

however, categories are not defined very accurately,

and not all the information needed for a perfect

diagnosis is available. Therefore, multimethod

assessment can be used to verify the correct catego-

rization by raters.

To analyze the convergence of different methods,

nominal variables are usually presented in cross

tables, in which the rows and columns represent

the different categories of the manifest variables

measured by the different methods. Two cross-clas-

sified variables are shown in Table 17. la. This table

demonstrates the simplest case consisting of two

variables with two categories, where the variables

are the ratings of two educational psychologists

who assessed hyperactivity in a total of 500 pupils.

Associations between both raters (Educational Psy-

chologists A and B) are apparently evident. In the

data set, for example, both tend to judge most

pupils as "not hyperactive" and only a few (55 by

A, 60 by B) as "hyperactive." Moreover, both raters

agree in their ratings of the same 40 pupils as

"hyperactive" and 425 pupils as "not hyperactive."

They disagree in 35 cases. Both ratings converge in

the majority of cases. The last column presents the

marginal distribution for A, and the last row pres-

ents the marginal distribution for B.

When subjects are simultaneously rated by two

or more observers, the ratings are associated when

some combinations of categories are chosen more

often than expected, given their marginal distribu-

tions—on the other hand, agreement only occurs

when both observers assign the same categories to
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Cross-Classification of Hyperactivity Ratings by Two Educational Psychologists (Artificial Data)

(a) Data Set 1

Educational
Psychologist A

Marginal distribution of B

Educational

Psychologist B

hyperactive Normal

Hyperactive 40 15
Normal 20 425

n+, 60 440

Marginal

distribution of A

»»

55

445

500

(b) Data Set 2

Educational
Psychologist A

Marginal distribution of B

Educational

Psychologist B

Hyperactive Normal

Hyperactive 0 55
Normal 0 445

n+y 0 500

Marginal

distribution of A

•*

55

445

500

Note. ni+ represents the number of times Educational Psychologist A chooses "hyperactive" or "normal," respectively.
The corresponding frequencies for Educational Psychologist B are denoted by n+.. These marginals are obtained by
adding the cell counts of the corresponding row (or column, respectively).

an individual. For example, the two ratings are asso-

ciated if A assigns "hyperactive" to some of the

pupils while B rates the same pupils as "normal,"

although there is no agreement (which only occurs

when, e.g., both simultaneously rate "hyperactive"

or "normal," respectively). Thus rater agreement can

be seen as a special variant of association. In this

chapter, the focus is on rater agreement, which plays

an important role in the analysis of diagnostic accu-

racy. A high level of agreement between raters does

not guarantee an individually correct diagnosis, but

disagreement between raters often indicates a lack of

diagnostic accuracy (Uebersax & Grove, 1990).

The association between variables and the extent

to which methods or raters agree depend on two

major criteria. First, it is important that both raters

can distinguish well between any pair of categories.

Distinguishability between two categories increases

if the ratio of concordant ratings to discordant rat-

ings of different observers increases. The second

criterion is the lack of bias (Agresti, 1992). Accord-

ing to Agresti's definition, the amount of bias

depends on the comparison of the marginal distri-

butions: If raters use the response categories with

the same frequency, their marginal distributions are

homogeneous, indicating that none of the raters

prefers a particular category compared to the other

raters. However, homogeneous marginal distribu-

tions do not imply that all raters judge the subjects

correctly compared to the subjects' true status, but

they show that they use the response categories in a

similar way. If all raters distinguish between cate-

gories in the same way and their marginal distribu-

tions are similar, subjects are more congruently

assigned to the categories of a variable, thus provid-

ing hints that observers define the categories in a

similar way.

GENERAL ASSOCIATION INDICES

To quantify the association between categorical data

a wide array of indices has been proposed (see

Agresti, 1990, 1992; Fleiss, 1975; Suen & Ary,

1989; Suen, Ary, & Ary, 1986). In this chapter only
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the most common indices will be introduced. A

brief summary of more special indices will be given

at the end of this section.

Proportion Agreement Index/Percentage
Agreement Index
The proportion agreement index (p0), which indi-

cates how often two observers' ratings concur, is an

intuitive and useful first measure of observer agree-

ment. It is computed by dividing the number of

times raters agree by the number of objects rated:

IK)
Po = -

nr denotes the number of cases in the cell ij of the

cross-classified table, and njf represents the cells on

the main diagonal (where i ~ j), which indicate con-

cordant ratings. The same information is provided

by the percentage agreement index (p%), which is

the pQ index multiplied by 100 to obtain the actual

percentages (see Suen & Ary, 1989).

In Table 17.la this index is p0 = .93. Sometimes

p0 and p% are referred to as percent agreement

(Hartmann, 1977), interval-by-interval agreement

(Hawkins & Dotson, 1975), exact agreement

(Repp, Deitz, Boles, Deitz, & Repp, 1976), overall

reliability (Hopkins & Hermann, 1977), total agree-

ment (House, House, & Campbell, 1981), or point-

by-point reliability (Kelly, 1977).

Unfortunately, as Suen and Ary (1989) have

shown, the proportion agreement index is inflated

by chance agreement and suffers from its depend-

ency on the marginal distributions. This can best be

illustrated by the data in Table 17.1b. Assume, for

example, that 55 pupils actually are hyperactive and

445 are not. Both raters agreed 445 times in their

diagnoses of pupils as "not hyperactive," whereas in

the other 55 times, Rater A correctly judged "hyper-

active" while B assessed the same pupils as "not

hyperactive." The proportion agreement index

yields a value of pQ = .89, which is quite similar to

the value obtained by the data presented in Table

17.la. However, both raters did not agree in even

one critical case, whereas in the first data set both

raters agreed in 40 critical cases. The high agree-

ment stems only from the low prevalence of hyper-

activity, which is correctly reflected by the marginal

distribution of Psychologist As judgments and the

agreement between both raters for "normal" cases.

Because A correctly identified hyperactive pupils,

the high proportion agreement index may lead to

the improper conclusion that B did as well—but B

did not even detect one critical case. Hence, both

the percentage agreement index and the proportion

agreement index suffer severely from their insensi-

tivity to critical cases and their dependency on the

criterion's distribution (i.e., its prevalence). As the

actual prevalence of behavior occurrence

approaches unity or zero, there is a greater possibil-

ity that the proportion agreement index is inflated

(Costello, 1973; Hartmann, 1977; Hopkins & Her-

man, 1977; Johnson & Bolstad, 1973; Mitchell,

1979). The closer the prevalence is to .50, the less

likely the proportion agreement index is inflated

(Suen & Ary, 1989).

If, for example, both raters assume a prevalence

of .50 and if both raters are only guessing, their rat-

ings could be based on the toss of a coin yielding

probabilities of .25 for each cell of the cross-table.

That is, given independent ratings (coin tosses), a

base agreement of .25 would be expected in each

cell (see Table 17.2a), and, therefore, p0 = .50.

Assuming a prevalence of .90, these base agree-

ments are not equally distributed but strongly

skewed (see Table 17.2b), and the p0 is much

higher (pQ = .82). Base agreement is most often

referred to as agreement by chance (albeit this term

is a bit misleading). Agreement by chance corre-

sponds to the expected cell frequencies under the

assumption of independence.

Because the magnitude of percentage agreement

can be inflated by agreement by chance—which

itself depends on the prevalence of behavior—it is

impossible to provide a reasonable threshold for

acceptable and unacceptable interobserver agree-

ment. Additionally, the magnitudes of interobserver

agreement cannot be directly compared between

studies with different rates of prevalence. Thus,

many authors have argued that the proportion

agreement index should no longer be used (Hart-

mann, 1977; Hartmann & Wood, 1982; Hawkins &

Dotson, 1975; Kratochwill & Wetzel, 1977; Suen &
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Agreement by Chance

(a) Agreement by chance with a prevalence rate of .50

Marginal

distribution of A

P,v

.25

.25
.25
.25

.50

.50

Marginal distribution of B pt/ .50 .50

(b) Agreement by chance with a prevalence rate of .90

Marginal

distribution of A

Ph.

.01

.09

.09

.81

.10

.90

Marginal distribution of B .10 .90

Note. pj+ and p+. represent the marginal proportions of Raters A and B. Agreement by chance is computed by the prod-
uct of the row and column marginals.

Lee, 1985), whereas others have supported its use

because it is an intuitive, very simple, and easy-to-

calculate concept (Baer, 1977). As demonstrated by

Suen and Lee (1985), applied behavior analyses

often include extreme prevalence rates that lead to

considerably inflated agreement rates. Conse-

quently, the proportion agreement index seems to

be inflated by chance in most applications.

To overcome this problem, Birkimer and Brown

(1979) suggested three methods to test the signifi-

cance of an observed proportion agreement index

against the possible percentage agreement by

chance. These methods are approximations of the

conventional chi-square (%2) test (Hartmann &

Gardner, 1979). This index will be presented later in

this chapter. Kelly (1977) suggested another method

for avoiding the problem of inflation by chance. He

postulated that the prevalence of the critical symp-

tom should exceed .20 and should be less than .80

to compute the proportion agreement index. In

addition, the computed proportion agreement value

should be .90 or higher to indicate an acceptable

agreement. Unfortunately, there commonly is no

prior knowledge about prevalence rates that would

enable a theoretically founded application of the

proportion agreement index. Nevertheless, it differs

significantly from agreement by chance if (a) both

conditions mentioned by Kelly are met and (b) there

are more than 15 observations (Ary & Suen, 1985).

Hence, the proportion agreement index should

only be used if these two conditions stated previ-

ously are met, but it is strongly recommended to

test its significance by using the %2 test. Neverthe-

less, the fact that the proportion agreement index

cannot be easily compared between studies remains

an unsolved problem. For example, agreement of

p0= .70 with a prevalence of about .50 reflects

much better interobserver agreement than agree-

ment of pQ = .90 with a prevalence of .85.

Occurrence and Nonoccurrence Agreement
Indices
To remedy the shortcomings of the proportion agree-

ment index when the prevalence of a critical obser-

234



Assessing Multimethod Association With Categorical Variables

vation is very low or high, the occurrence and

nonoccurrence agreement indices can be used. The

computation of both indices is quite similar to the

proportion agreement index, whereby the occur-

rence (or nonoccurrence, respectively) agreement

index only reflects the number of times both raters

agree on the occurrence (nonoccurrence) of the crit-

ical category and the number of times both raters

disagree in general (on occurrence and nonoccur-

rence). The occurrence index (pocc) should be used

when the prevalence rate falls below .20. When the

prevalence rate is higher than .80, the nonoccur-

rence agreement index (pmn) should be used (Kelly,

1977). The occurrence index is denned as

* occ.

occurrence agreements

occurrence agreements + disagreements

independence of two ratings. The expected cell fre-

quencies in the independence model are computed

as the product of the row and column sums,

divided by the total number of observations. If a

researcher is interested in any kind of association

between variables, one has to test the joint distribu-

tion of two variables against the assumption of

independence. In addition to the independence

model, other hypotheses can be tested by compar-

ing the expected frequencies implied by a particular

hypothesis with the observed frequencies. For

instance, if the object of interest is the agreement of

two novices' ratings compared to the agreement of

two experts' ratings, it would be necessary to set

the frequencies of the experts' ratings contingency

table as expected values. In general, the %2 value

can be computed by

By substituting the occurrence agreements with

nonoccurrence agreements, the nonoccurrence

agreement index can be computed. Given the data in

Table 17. la, where the prevalence rate is .11, the

occurrence agreement index should be used. The

occurrence agreement index provides a value of

40
n =
"occ

/ j

= .53. For the data in Table
40+ (15+ 20)

17. Ib, the occurrence agreement index yields a value

of zero, indicating that both raters did not agree for

at least one critical observation. Thus occurrence

and nonoccurrence agreement indices correct for

most of the inflation by chance, but they do not cor-

rect for the total inflation by chance (Suen & Ary,

1989). One limitation of the occurrence agreement

index can be viewed in the fact that often no prior

knowledge about the prevalence rates exists, that is,

knowledge that would enable a theoretically

founded application.

Chi-Square (%2) Value
The x2 value, as a measure of association, compares

observed cell frequencies with expected cell fre-

quencies in a contingency table. There are several

ways to compute expected frequencies depending

on the researcher's hypothesis. One hypothesis that

might be of interest for most researchers is the

e..
'j

with n(. as observed cell frequencies, e.. as expected

cell frequencies, and I and J denoting the number of

categories. For the independence model, for exam-

ple, the expected cell frequencies are computed

«. n
by e.. = ——- , whereby nj+ and n+. represent the

marginal of category i of the first rating and j of the

second rating. The degrees of freedom of the %2

value can be computed by df= (I - I)2 for quadratic

contingency tables.

The higher the %2 value, the less the observed

cell frequencies match the expected cell frequen-

cies. Under the assumption of independence, a sig-

nificant %2 value indicates that there is an

association between both variables, which goes

beyond the association expected by chance. If the

expected cell frequencies are those of experts' rat-

ings, a nonsignificant /2 value means that the

novices generated a pattern of ratings that is similar

to the experts' pattern. In this case the novices pro-

vided ratings of comparable quality.

Under the assumption of independence, the data

in Table 17.la yield the following %2 value:
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55x60

500

55x^40

500

-44^60

500

445x60

500

500

445 x 440
=215.81

500

with d/= 1 and p < .001. This means that the

observed cell frequencies deviate greatly from the

expected cell frequencies.

To apply the %2 test, three conditions have to be

met to achieve an approximation of the sampling %2

distribution to the theoretical one (e.g., Kennedy,

1983). First, the observations have to be independ-

ent. Thus, all members of the population of interest

must have the same probability of inclusion in the

sample. In the ideal case, the sample represents a

perfect representation of this population. Second,

the classifications have to be independent, mutually

exclusive, and exhaustive. Third, as a rule of

thumb, the %2 test requires expected cell frequen-

cies of at least five observations per cell (for a more

detailed discussion, see Clogg & Eliason, 1987;

Hagenaars, 1990; Read & Cressie, 1988). Hence,

the ^2 test cannot be applied to contingency tables

with a large number of categories and only a few

observations. On the other hand, large sample sizes

increase the power of the %2 statistic. Contingency

tables with identical cell proportions yield higher %2

values for those with larger samples, thus the same

proportional deviations from the expected cell fre-

quencies can lead to significant and nonsignificant

%2 values, depending on the sample size.

The %2 value is not restricted to a special range

of values. Its distribution is larger than zero but

infinite. To standardize its values and to make it

more comparable, the corrected contingency coeffi-

cient Ccorr and Cramer's V can be computed (see

Liebetrau, 1983). Both coefficients transform the

empirical %2 value to obtain values ranging from

zero to one. In these transformations the empirical

X2 value is compared to a maximal %2 value. Unfor-

tunately Ccorr cannot reach 1 in nonquadratic con-

tingency tables (where I ̂  J), whereas V, on the

other hand, does. Both coefficients are hard to

interpret because there is no operational standard

for judging their magnitudes (Reynolds, 1977a).

Bishop, Fienberg, and Holland (1975, p. 386) con-

cluded that these coefficients should only be used

for comparing several tables.

Researchers who are interested in general associ-

ations between methods can use the %2 value to

detect these relations, and moreover, when they

compare observed and expected frequencies, they

can determine beforehand which categories are

more or less associated than expected using the

%2 components (see Haberman, 1978). The %2 value

corrects for associations by chance and, hence, can

best be used to test the significance

of associations.

Kappa Coefficient
Another coefficient to measure rater agreement cor-

rected for chance inflation is Cohen's kappa coeffi-

cient (K; Cohen, 1960). K is a flexible index that is

applicable to dichotomous or polytomous variables

involving two or more observers and is computed by

P -P

l-P '

with P = 2_! Pu as observed proportion of identical
1=1

i
ratings andp = ̂ p. p .as expected proportion of

/=!

agreement by arbitrary ratings, p = —- denotes

the proportion of observations within each cell,

whereas I denotes the number of categories. The

proportion of observed agreement is computed by

adding the number of times both raters agree. The

proportion of expected chance agreement is com-

puted by the sum of the product of the marginals

for each cell of interest. In contrast to the /2

indices, K depends only on the agreement and is
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not affected by high nonagreement rates. For the

data presented in Table 17.la, K"is computed as

40 + 425 ff 55 60^ f445 440
x + x

P-P 500 U S O O 500 J ^500 500
K —

\-Pe , [ 55 60 ) [445
1- x + :

440

500 500 J i.500 500

.93-.80 .13 fc
= = .65.

1-.80 .20

The value of ranges from -1 to +1.00, whereby a

positive K indicates that the observers agree more

frequently than expected by chance, zero indicates

that both raters agree on the same level as expected

by chance, and a negative value indicates that both

raters agree less often than expected by chance. A

negative K provides a strong hint that raters do not

use all categories in the appropriate way. As a rule

of thumb, a K of .60 can be regarded as the minimal

acceptable level of agreement (Gelfland & Hart-

mann, 1975), whereas a K of .80 is an indication of

good reliability (Landis & Koch, 1977).

Comparisons of General Association Indices
In general, associations between variables or meth-

ods can be detected by the %2 test. Normally, this

test is conducted on the basis of the null hypothesis

that all variables are independent. The %2 value pro-

vides information on whether the data differ signifi-

cantly from the expected cell frequencies.

Information about the strength of association can

be obtained by the corrected contingency coeffi-

cient and Cramer's V.

The special case of rater agreement, on the other

hand, can be estimated by several methods. As

pointed out, many of them are afflicted by specific

problems. The most promising approach seems to

be the K coefficient, a method that is a chance-cor-

rected version of proportion agreement. Suen, Ary,

and Ary (1986) demonstrated the mathematical

relationship between K and proportion agreement

and also provided conversion procedures from one

index to the other. Unfortunately, most journal arti-

cles do not provide sufficient information for taking

advantage of these direct comparisons (Suen & Ary,

1989). In early psychological literature, but increas-

ingly less frequently, research reports presented per-

centage agreement values containing no informa-

tion about the amount of chance inflation in them.

To overcome this dissatisfying situation, Berk

(1979) suggested that researchers should also

report the original statistics (cell frequencies and

marginals).

Many authors suggest K to be the most prefer-

able agreement index because it corrects for chance

agreement, is related to percentage (proportion)

agreement, and is comparable between studies (see

Suen & Ary, 1989), whereas others state it is not

comparable between studies (Cicchetti & Feinstein,

1990; Feinstein & Cicchetti, 1990; Thompson &

Walter, 1988a, 1988b; Uebersax, 1987). Indeed, K

can be used to test whether ratings agree to a

greater extent than expected by chance. Yet there is

still concern about using K as a measure of agree-

ment because it is only chance-corrected for the

assumption of independent ratings, an assumption

that is implicitly made but legitimated by no means.

Uebersax (1987) impressively demonstrated how

differences in the accuracy with which positive and

negative cases can be detected (i.e., differences in

the mathematical characteristics of the particular

decision-making process) affect the value of K.

Moreover, this problem increases when there are

different base rates. In general, if the sample con-

sists of cases that belong to an easily identifiable

category, a higher K is obtained, although the diag-

nostic accuracy remains the same compared to a

sample consisting of less easily identifiable cases.

Diagnosability curves representing the degree to

which diagnosticians are able to accurately judge

subjects with respect to the subjects' true status

may actually differ so much that K values obtained

for the same symptom (criterion) with similar base

rates cannot be compared across studies. Unless

there is an explicit model of rater decision making,

it remains unclear how chance affects decisions of

actual raters and how one might correct for it

(Uebersax, 1987).

All agreement indices were introduced for the

simplest case consisting of two variables comprising

two categories each creating a contingency table of

four (2 x 2) cells. If there are more than two cate-

gories for each of the variables, the application of
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the associations indices presented here can be

applied in a straightforward manner. However,

when the number of observers increases, the appli-

cation of the general agreement indices becomes

more complicated. In this case, K should be deter-

mined for each rater pair, and the median value

should be taken as the overall value (Conger, 1980;

Fleiss, 1971). Fleiss (1971) developed modifica-

tions of K to determine rater agreement when

objects are rated by the same number of nonidenti-

cal raters, to compute agreement with regard to a

particular object, and to estimate agreement within

a particular category.

Coefficient K can also be computed if some cate-

gories have more in common than others. Assume

that there are two child psychologists who want to

categorize a child's behavior as "very active, easy to

distract, impulsive, aggressive, or restless," which

are all indicators of hyperactivity, or as "playful."

The overlapping of the first five categories can be

considered by use of the weighted kappa (Cohen,

1968). The weighted kappa allows for differential

weights for individual observed cells and individual

marginals. Disagreement between raters choosing

"very active" versus "impulsive" can be regarded as

less striking than between them choosing "playful"

versus "impulsive." Thus, the latter combination

must be weighted to a larger degree than the first.

Coefficient weighted kappa can be computed by

p. .-/»
K = -^ 2^2- where

1-P .
e(w)

I J

1=1 y=l /=] y=l

w.. serves as the weight.

The weighted kappa coefficient is seldom used

because the weights have to be theoretically and, if

possible, empirically founded. Moreover, if the data

are metrical, the weighted kappa equals the intra-

class correlation if all subsequent weights are equi-

distant (see Berry & Mielke, 1988; Fleiss & Cohen,

1973). If all categories can be ordered on a single

dimension representing different levels of this

dimension, models of item response theory can be

used to ascertain convergent validity (see Rost &

Walter, chap. 18, this volume). Weighted kappa

can, thus, be used if categories cannot be ordered

on a single dimension and if some categories have

more in common than others (for a more detailed

discussion, see Landis & Koch, 1975a, 1975b).

ASSOCIATION MODELS

All general agreement indices described so far fail

to provide more detailed information about various

types and sources of agreement and disagreement.

This kind of information can be obtained by model-

ing association between variables using loglinear

models. Moreover, for special cases of association,

effect sizes can be estimated representing the degree

of association between variables. Conditional prob-

abilities of receiving a particular response by an

observer given the responses of other observers can

be computed. Finally, residuals can be determined

that compare the frequencies with which certain

types of agreement and disagreement occur com-

pared to what would be expected with some pre-

dicted pattern (Agresti, 1990, 1992).

Since the 1970s, the analysis of categorical data

by means of loglinear models has strengthened its

position as more and more investigators success-

fully applied loglinear models in their research.

Many extensions of the models in several direc-

tions have been developed as, for example, the

ordinary loglinear model, the standard latent class

model, and the loglinear model with latent vari-

ables (for an overview, see Agresti, 1990; Hage-

naars, 1990, 1993).

Table 17.3 presents a typical situation for the

analysis of multimethod data. Two educational psy-

chologists rated the behavior of 153 pupils as

hyperactive, dyslexic, or normal. A rated 25 pupils

as hyperactive, 20 dyslexic, and 108 normal. B clas-

sified the pupils' behavior in a similar manner (26

hyperactive, 19 dyslexic, and 108 normal). Both

raters agreed on 16 hyperactive diagnoses, 15

dyslexic diagnoses, and 99 normal diagnoses. In

sum, they agreed on 130 ratings and disagreed on

23 ratings, whereas the majority of discordant rat-

ings is found in the categories "normal" and

"hyperactive."
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Artificial Data of Pupils' Diagnoses by Two Educational Psychologists

Educational Psychologist B

Educational
Psychologist A

Hyperactive
Dyslexic
Normal

",/

Hyperactive

16

2

8

26

Dyslexic

3

15

1

19

Normal

6

3

99

108

»fr

25

20

108

153

Loglinear Models
Loglinear models aim to capture sources of associ-

ations between different categorical variables, and

these associations are mirrored by different effects

in the loglinear model. To understand the special

meanings of loglinear models for the analysis

of rater agreement, the most general loglinear

model—the saturated model—will be intro-

duced first.

Loglinear models are implemented to reproduce

the joint frequency distribution of empirical data

situations. Thus, the expected frequencies (e;.)

implied by a model have to match the observed fre-

quencies. Expected frequencies can be determined

by the multiplicative form of the model:

(1)

The expected cell frequency (e..; with i = 1,. . . I and j =

1, . . . , J denoting the categories) are computed by die

product of the overall effect (T|), two one-variable

effects (if, 1B. j, and the two-variable effect(T^B ).

The overall effect (n) represents the geometric

mean of all cell frequencies and is, thus, nothing

other than a mere reflection of the sample size

(Hagenaars, 1993). The one-variable effects (1A, T* J

reflect deviations of the geometric mean of all cells

belonging to the ith (jth) category of a variable.

Finally, the two-variable effect! T^)depicts devia-

tions of the expected frequency of a particular cell

beyond the overall and one-variable effects. The

parameters can be estimated for the example given

in Table 17.3 as follows:

TI = 3 / 1 6 x 2 x 8 x 3 x 1 5 x 1 x 6 x 3 x 9 9 = 6.49,

6.60

6]49
= 1.02,

Tf -
x 2 x 8

6.49

Ano .
= 0.98, and

16

6.49xl.02x.98
= 2.48.

In the multiplicative loglinear model the product

of all parameters belonging to one effect (e.g.,

T, T2T3) is 1. Thus, their values are situated around

1, with no upper bound and a lower bound of zero.

A value of 3 represents the same deviation as a

value of 0.33, albeit in the opposite direction. To

facilitate the intuitive understanding of these val-

ues, the natural logarithm (In) is usually applied to

make the values more comparable. Working with

the In turns the product into an additive combina-

tion, which gives the model its name:

(2)with

The parameters of the additive loglinear model are

symmetrically situated around zero with no nega-

tive or positive limit value. Consequently, the

equally strong multiplicative parameters of 3 and

0.33 become In (3) = 1.10 and In (0.33) = -1.10.
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Products of multiplicative parameters correspond to

sums of additive parameters, and ratios correspond

to differences. The model in Equations (1) and (2)

is called a saturated model because it implies no

constraints on the data; its estimated parameters

can be found in Table 17.4. Hence, the model-

implied cell frequencies always equal the observed

cell frequencies. To generally identify loglinear

models the parameters have to be constrained. Usu-

ally, the product of the multiplicative parameters

has to equal 1 for each effect and, consequently, the

sum of parameters belonging to one effect of the

additive parameterization has to equal zero.

As stated earlier, multiplicative parameters of

one-variable effects indicate the ratio to which the

geometric mean of the frequencies pertaining to the

three cells of this category differs from the overall

geometric mean. For example, the geometric mean

of the second category of Rater A (dyslexic) is 0.69

times as large as the overall geometric mean; the

geometric mean of the third category of Rater A

(normal) is 1.42 times larger than the overall geo-

metric mean. This means that A categorized fewer

students as dyslexic than normal. Two-variable

effects denote the ratio to which the expected fre-

quency of a particular cell differs from the expecta-

tion on the basis of the lower-order effects. For

example, the frequency of the cell dyslexic by A

and dyslexic by B is 6.11 times as large as expected

on the basis of the one-variable effects. The

parameters if belonging to the same symptoms

rated by different raters are all larger than

1 (T^ = 2.48, ^ = 6.11, and T£ = 5.75J

showing that the ratings are related to each other

and that both ratings converge to a certain degree.

Expected cell frequencies depend on the product

of the overall effect, the one-variable effects, and the

two-variable effect. For example, the expected cell fre-

quency (e22), which is the combination of the ratings

dyslexic by A and dyslexic by B, can be computed as

e = m\BT.AB =
T> I t ^^ 72

6.49 x 0.69 x 0.55 x 6.11 = 6.49 x 2.32 = 15.05.

The product of the one- and two-variable parame-

ters indicates that the expected frequency of this

particular cell is 2.32 times larger than the overall

geometric mean. The expected cell frequency of

15.05 equals the observed cell frequency (15)

except for rounding errors.

The T parameters can additionally be used to

compare expected frequencies. One-variable effects

Parameters of the Saturated Loglinear Model for the Data in Table 17.3

Educational

1 (Hyperactive)
ma . JB

Educational
Psychologist A

1 (Hyperactive)
2 (Dyslexic)
3 (Normal)

Main effects B

2.48

0.46

0.88

0.98

0.91

-0.78

-0.12

-0.02

Psychologist B

2 (Dyslexic)

Tf V"

0.83

6.11

0.20

0.55

-0.19

1.81

-1.62

-0.60

3 (Normal)

1AB
 A/

48

0.49 -0.72

0.36 -1.03

5.75 1.75

1.87 0.62

Main

1.02

0.69

1.42

ri = 6.49

effects A

V
0.02

-0.37

0.35

H = 1.87

Note. T represents the parameter of the multiplicative model; A. is the parameter of the additive model. The main

effects (one-variable effects) are depicted in the last and last but one column for Rater A and in the last row for Rater

B. The cells of the cross-table represent the two-variable effects (interaction effects) of both variables.
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can be used to compare expected frequencies of

marginal distributions. For example, A rates the

pupils as hyperactive -j = TTTT = 1 -48 times more

often than dyslexic. Similarly, B rates the pupils as

T? 0.98 , „„
hyperactive —^ = = 1./o times more otten

yV T* 0.55

than dyslexic. If one is interested in the ratio of

being judged normal by B compared to being

judged hyperactive or dyslexic by B, the ratio

1.87 1.87

.73
= 2.56 must

/.098 x 0.55

be computed. In other words, B chooses "normal"

2.56 more times than any other category.

Comparisons of conditional expected cell frequen-

cies can be conducted as well. For example, the con-

ditional probability of receiving a dyslexic rather than

normal rating by A given that B rates normal is

T£ 5.75

These comparisons of probabilities are very similar to

the analyses that can be carried out by odds and odds

ratios (see Hagenaars, 1993). Exactly as the corre-

sponding odds ratio, this ratio shows that it is much

less probable (.06 times as probable) to be judged

dyslexic than normal by A, if B rates normal. One

advantage of multiplicative parameterization is that

these (conditional) probabilities can be calculated just

by means of the T parameters. The value of a T param-

eter does not depend on the sample size but is a mere '

reflection of the structure between the variables. A

more detailed introduction to the meaning of the T

parameters and their relation to the concept of odds

and odds ratios lies beyond the scope of this chapter

but can be found in the contributions of Agresti

(1990), Bishop et al. (1975), Christensen (1997),

Fienberg (1980), Haberman (1978, 1979), Hagenaars

(1990, 1993), Knoke and Burke (1980), Reynolds

(1977b), Sobel (1995), and Wickens (1989).

Goodness of Fit
Modeling approaches in the social sciences are

always implemented to give an appropriate but par-

simonious representation of social phenomena or—

more precisely—of the empirical data representing

these phenomena. Saturated loglinear models

exactly reproduce these data and do not put restric-

tions on the data. They always fit the data perfectly.

In contrast, nonsaturated loglinear models impose a

priori restrictions on the data and, thus, contain

testable consequences. These consequences can be

tested by the Pearson x2 goodness of fit index or

the log-likelihood ratio x2 statistic L2 (see, e.g.,

Bishop et al., 1975; Hagenaars, 1990; Knoke &

Burke, 1980). The number of degrees of freedom

equals the number of independent a priori restric-

tions. Parameters of nonsaturated loglinear models

cannot be easily computed. Among others, Hage-

naars (1990), Knoke and Burke (1980), as well as

Vermunt (1997a) represent the relevant formulas

for their maximum likelihood estimates.

Independence Model
A useful first analysis of agreement can be done by

testing the independence model. The independence

model assumes that there is no association between

both raters; thus, the additive two-variable effect

(A,!" ) parameters are set to equal zero. The model

equation for the independence model appears as

In this model, only the one-variable effects are imple-

mented, which means that the marginal

distributions of both variables are reproduced.

If these one-variable effects are similar to each

other, both variables' marginal distributions are homo-

geneous. Homogeneous marginal distributions imply

that both raters choose each category with almost the

same frequency; accordingly, no rater prefers any cate-

gory to a greater extent than the other, which means

that no rating is biased (Agresti, 1992).

This type of model will only rarely fit empirical

data because, in general, different measures of a

construct are related to a certain degree, and this

relatedness represents the convergent validity. Use-

ful information provided by the independence

model stems from the analysis of its adjusted cell

residuals. Adjusted cell residuals compare observed

with expected cell frequencies (see Agresti, 1992):
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In (ev ) = + + 87 (i = j) , with

Large values indicate a stronger association between

methods than would be expected by chance, and

the introduction of effects that capture this associa-

tion (A, f) could improve the fit of the model.

Hence, the adjusted cell residuals of the independ-

ence model (as the test) can be used to detect

agreement as well as general associations. As Table

17.5 shows, the expected cell frequencies of the

independence model differ greatly from the

observed cell frequencies, whereas the marginal dis-

tributions are perfectly reproduced. A first glance at

the table reveals that cells on the main diagonal are

chosen much more frequently than would be

expected if both ratings were independent.

Quasi-Independence Model
A useful extension of the independence model is

the quasi-independence model. In this model a new

paramete

t
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thus, should be preferred as the more parsimo-

nious representation.

Quasi-Symmetry Model and Symmetry Model

Models of agreement can also satisfy the property of

quasi-symmetry (Darroch & McCloud, 1986).

Because there is no objectively precise definition of

classification categories for most cases in the social

sciences, the discrepancies between classifications

by different methods are attributable to measure-

ment error and to different perceptions or interpre-

tations of what a category definition means. "The

correct category for an object exists partially in the

eye of the beholder" (Darroch & McCloud, 1986, p.

376). On the other hand, there are signals sent out

by each object that partially conform to each of the

categories to a certain degree. These signals are

assumed to differ between objects. Thus, the classi-

fication of an object into a particular category

depends on the signals sent out by the object and

the rater-specific category definition. Agreement

between methods is displayed in the joint distribu-

tion of the marginal distributions of objects:

with KAB = VB for all z and j.i] ji j

Hence, this model does not only address agreement

between methods but additionally provides some

information about bias (Agresti, 1992). Information

about bias can be obtained by the comparison of .

the one-variable effects that represent the marginal

distributions. If these effects differ between

observers, the observers have different classification

probabilities for a given object, which simply means

that they do not use every category in the same

manner. This model is called the quasi-symmetry

model because the expected cell frequency to

receive a particular response by the first rater (e.g.,

hyperactive) and a particular response by the sec-

ond rater (e.g., normal) differs by the same ratio

[exp (AAB)] from the expected cell frequency given

only the one-variable effects as the contrary combi-

nation (normal by A and hyperactive by B). In

other words, associations between both raters are

"mirrored" around the main diagonal (see Table

17.7a). For example, expected frequencies of the

T A B L E 17.7

Expected and Observed (in Parentheses) Cell Frequencies of the Quasi-Symmetry and Symmetry

Model for the Data Presented in Table 17.3

(a) Quasi-Symmetry Model (x2 = 1.37, df= 1, p = .24)

Educational Psychologist B

Educational

Psychologist A

Hyperactive

Dyslexic

Normal

",

Hyperactive

16.00(16)

2.81 (2)

7.19(8)

26.00 (26)

Dyslexic

2.19(3)

15.00(15)

1.81 (1)

19.00(19)

Normal

6.81 (6)

2.20 (3)

99.00 (99)

108.01 (108)

•«/

25.00 (25)

20.01 (20)

108.00(108)

153.01 (153)

(b) Symmetry Model (x? = 1.49, df = 3, p = ,

Educational Psychologist B

Educational

Psychologist A

Hyperactive

Dyslexic

Normal

"h

Hyperactive

16.00(16)

2.50 (2)

7.00 (8)

25.50 (26)

Dyslexic

2.50 (3)

15.00(15)

2.00(1)

19.50(19)

Normal

7.00 (6)

2.00 (3)

99.00 (99)

108.00(108)

fl+;

25.50 (25)

19.50(20)

108.00 (108)

153.00(153)
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combination of ratings "hyperactive" and "normal"

by both raters differ by the same amount from

their observed frequencies (e13 - n13 = 6.81 - 6 =

0.81, and e31 - n31 = 7.19 - 8 = -0.81). The quasi-

symmetry model fits the data very well (%2 = 1.37,

d f = l , p = . 2 4 ) .

If the one-variable effects do not differ between

variables the more restrictive assumptions of the

symmetry model hold. Formally, the symmetry

model appears to be quite similar to the quasi-sym-

metry model:

with hAB = VB for all i andy; \A = kB for i = jt i n • " i ) - »

In contrast to the quasi-symmetry model, the one-

variable effects are set to equal each other. Thus,

the marginal distributions of both variables have to

be equal, meaning that neither rating is biased (see

Table 17. 7b). Hence, the symmetry model is a spe-

cial case of the quasi-symmetry model. In this

model, even the expected cell frequency of contrary

combinations of categories is the same. For exam-

ple, the combination of "hyperactive" and "normal"

yields the same expected frequencies for both com-

binations (e13 = e31 = 7.00). The expected cell fre-

quencies are mirrored around the main diagonal.

The symmetry model also fits the data very well (%2

= 1.49, df= 3, p = .69). The likelihood ratio differ-

ence test between the quasi-symmetry and the sym-

metry model yields a value of 0.11 (df= 2, p = .95);

the symmetry model represents the empirical data

as well as the quasi-symmetry model. One may now

conclude that both raters use the categories with

the same frequencies (implied by the equality con-

straints on the one-variable effects) and that neither

rating is biased compared to the other because all

expected cell frequencies are the same for contrary

combinations of categories. Therefore, both raters

are interchangeable (Agresti, 1992).

Comparison of Nonhierarchical Loglinear
Association Models

As has been shown, the most restrictive models that

fit the data are the quasi-independence model with

a constrained 5 parameter and the symmetry model.

Because both models are not nested, the likelihood

ratio difference test cannot be conducted (see Fig-

ure 17.1). To decide which model fits best, informa-

tion criteria have to be considered. Information

criteria such as the Akaike information criterion

(AIC) and the Bayesian information criterion (BIG)

are based on the %2 value, and they weigh the num-

ber of parameters of a model with a penalty func-

tion to identify the most parsimonious model (for

more details, see Akaike, 1987; Bozdogan, 1987;

Sclove, 1987). The smallest information criterion

indicates the most parsimonious model. The sym-

metry model is the most parsimonious well-fitted

model and should be considered as the model of

choice (see Table 17.8).

Besides these statistical considerations there are

also some theoretical considerations that may influ-

ence the choice of a model. Compared to the quasi-

independence models, the quasi-symmetry as well

as the symmetry model yields the benefit that

observer differences and category distinguishability

can be examined in detail (Darroch & McCloud,

1986) because both agreement and disagreement

have to be modeled. If the quasi-symmetry model

holds, we can presume that raters produce the same

amount of under- or overrepresentation for given

FIGURE 17.1. Nested structure of the loglinear associa-
tion models.
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Comparison of the Information Criteria for the Quasi-Independence and Symmetry Model for the

Data Presented in Table 17.3

Model

Quasi-independence3

Symmetry

&

5.96
1.49

dl

3
3

P

.11

.69

BIC

420.69

415.47

AIC

405.53

400.32

Note. "Quasi-independence model with constrained 8 parameters on the main diagonal.

combinations of categories and are, thus, inter-

changeable to a certain degree. Moreover, if the

symmetry model holds, both raters are completely

interchangeable (Agresti, 1992). A better-fitting

symmetry model compared to the quasi-symmetry

model indicates a stronger association between rat-

ings and greater interchangeability of raters

General Discussion of Association

Methods for Categorical Data
As has been shown, there is no best way to measure

agreement and disagreement by general agreement

indices. However, some basic comparisons of asso-

ciation methods and models can be accomplished.

In general, associations can be detected by the %2

test, and as a special case of association, rater agree-

ment may be detected by coefficient K. Model-based

analysis of associations yields additional and more

precise information than that provided by general

association methods. In contrast to coefficient K,

agreement can also be analyzed in cases where the

number of categories between raters differs. Loglin-

ear models allow testing of the goodness of fit. They

provide fitted cell probabilities and enable

researchers to make predictions of classifications

under certain conditions such as receiving a partic-

ular response by an observer given the responses of

other observers, receiving a response given the true

status of an observation or assessing the true status

of an observation given ratings by several observers

(Agresti, 1990, 1992; Bishop et al., 1975; Goodman,

1978; Haberman, 1978, 1979; Hagenaars, 1990).

Thus, first analyses of rater agreement—as a special

variant of convergence between multiple methods—

can be conducted by overall agreement indices, but

more detailed information is only available by use

of loglinear models.

Extensions and Special Variants of
Methods for Rater Agreement
In this chapter, emphasis was placed on the analysis

of rater agreement of two observers who rate each

subject once. Extensions of this design have already

been developed. Conger (1980) presented a general-

ization of coefficient kappa to assess agreement of

multiple raters. Tanner and Young (1985) proposed

loglinear models that determine interrater agreement

when there are more than two observers; moreover,

they developed a method to analyze agreement

between several observers and a standard even if the

nonstandard raters examine different subsamples of

a larger sample. The model presented by Hui and

Zhou (1998) examines the sensitivity and specificity

of ratings when there is no "gold" standard.

Hagenaars (1993) introduced latent variables to

the framework of loglinear modeling. Moreover, he

showed that latent class analysis (LCA; Clogg,

1995; Lazarsfeld & Henry, 1968) is a special variant

of loglinear modeling with latent variables. LCA has

also been used to examine rater agreement (see

Rost & Walter, chap. 18, this volume). For exam-

ple, Dillon and Mullani (1984) developed a proba-

bilistic latent class model for assessing interjudge

reliability, and Agresti and Lang (1993) proposed

symmetric latent class models to analyze rater

agreement when there is more than one variable.

Much work has focused on solving the problems

that arise during the analysis of contingency tables
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by use of loglinear models (for an overview, see

Clogg & Eliason, 1987). Some solutions for specific

problems will be mentioned here. For example,

many studies contain varying panels of diagnosti-

cians and a varying number of ratings per case for

which Uebersax and Grove (1990) provided a

model to estimate diagnostic accuracy even under

these conditions. Moreover, Becker and Agresti

(1992) introduced the use of a jackknife procedure

to solve sparse table problems that may arise when

many observers are involved who only rate a few

subjects. Hui and Zhou (1998) provided a model to

estimate sensitivity and specificity of ratings when

no golden standard is available. Rindskopf (1990)

gave some valuable hints on how to deal with struc-

turally missing data. His approach can even be used

to detect homogeneous subgroups in multidimen-

sional tables. Clogg (1982) as well as Becker and

Clogg (1989) also developed mixture models to

detect subgroups for which different models of

agreement apply. Their extensions are based on the

partitioning of x2 values.

Although there are various extensions of the log-

linear modeling approach, much work is still neces-

sary. For instance, we need additional information

about the minimum sample size requirements for

any given number of raters, number of categories,

and number of observations to gain valid results.

Moreover, the influence of chance on coefficient

kappa, if the joint distribution is not assumed to

follow the assumption of independence, is worth

investigation. Because marginal distributions are

not always independent from each other, individual

decision-making processes have to be examined to

detect the cases in which raters are guessing, in

which they feel rather sure, or in which they feel

absolutely sure. Only if we know more about the

decision-making process can agreement by chance

be solidly determined and rater agreement be accu-

rately identified. These problems not only affect

coefficient K but loglinear models as well. As

demonstrated by Schuster (2001), coefficient K can

be incorporated in the symmetry model yielding a

new (equivalent) model equation. Hence, the

process of decision making should be examined

more deeply, and the findings should be incorpo-

rated into models of rater agreement.

Software Packages for the Analysis of
Categorical Data Associations
Several software packages for the analysis of general

agreement indices and association models are avail-

able. Only a few programs are mentioned here; an

excellent overview can be found at the home page of

J. Uebersax (2003). Outstanding programs are SAS

(SAS, 2000) and LEM (Vermunt, 1997b). SAS is a

powerful tool that allows the modeling of practically

all possible loglinear models. LEM is a very flexible

and easy-to-handle freeware program for the analysis

of categorical data. All loglinear models presented in

this chapter have been analyzed using LEM.
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C H A P T E R 1

MULTIMETHOD ITEM RESPONSE THEORY

Jitrgen Rost and Oliver Walter

Item response theory (IRT) is a framework for an

increasing number of statistical models that refer to

the same kind of data structure. The data basis for

applying IRT models is a matrix of responses of a

(large) number of persons on a (small) number of

questions, tasks, stimuli, or whatever, called the

items. The item responses may be dichotomous

(yes-no; correct-incorrect; true-false, etc.), ordinal

(strongly disagree, disagree, agree, strongly agree),

or nominal without a given order of the categories

(for example, hair color: blond, brown, red, black,

gray/white). In any case, they represent categorical

data that makes IRT models different from most

other statistical models that refer to metrical vari-

ables, for example, structural equation models (Eid,

Lischetzke, & Nussbeck, chap. 20, this volume).

In contrast to the latter, which often are aimed

at modeling the covariance structure of the

observed variables, IRT models try to model the

observed response patterns and their frequencies.

For that purpose, some of the IRT models are mod-

eling the distributions of one or more latent vari-

ables and, if there are more than one, also their

(latent) correlations. But in general, correlations of

observed or latent variables are not the primary

concern of IRT models. Rather, the focus of IRT

models is on the response patterns of the persons

who filled out a test or a questionnaire. Moreover, it

is the single-item response xvj of a person v on an

item i that is to be explained or predicted by an IRT

model. Because almost all these models deal with

the probabilities of these item responses, and not

with their occurrence or absence in a deterministic

sense, the typical IRT model is a probabilistic model

dealing with p(xvj), that is, the probability of person

v to give response x on item i.

Multimethod IRT models refer to an extended

data structure. The item responses were gained or

assessed with different methods. For example, Item

1 was assessed with Method A, Item 2 with Method

B. Or all items of a test were administered once

using Method A and another time using Method B.

A classic example is a personality questionnaire that

has been administered to three different persons:

the subject being tested, the subject's (romantic)

partner, and a good friend. The three modes of

responding to the test items represent the three

methods of self-report, partner rating, and good

friend rating, so that the data matrix (persons X

items) extends to a data cube (persons x items x

methods). In general, the data structure of multi-

method test data and related IRT models is seen in

this chapter as a data cube with methods as the

third dimension, in addition to persons and items

in ordinary IRT. The aim of multimethod IRT mo-

dels is to explain p(xvj.), that is, the probability that

the score x on item i measured by method j is

obtained for a particular person v.

Such a three-dimensional data structure (data

cube) is not specific for multimethod IRT. A third

dimension is also given in the situation of measure-

ment of change, where "time" is the third dimen-

sion of the data structure (see Khoo, West, Wu, &

Kwok, chap. 21, this volume). Time may be seen as
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a special kind of "method" that is defined as the

time point of test administration. If the test is

applied at another time, the situation will also be

different, and the repeated test application may be

seen as a different '"method." It makes no sense to

stress the differences between measurement of

change and multimethod methodology. In fact, both

can learn from each other, and as far as IRT is con-

cerned, much can be learned from change or learn-

ing models that may be relevant for multimethod

assessment.

In the first section, the basic models of all mo-

dels described in this chapter, the Rasch model and

latent class analysis, are presented. In the following

sections these models are extended to the three-

dimensional data structure. First, the Rasch model

for multimethod data will be introduced and then

generalized. Because there is no single way of gen-

eralizing to deal with the structure of a data cube,

three different ways will be pursued. These three

directions are the interaction between items and

methods, the multidimensional extension, and the

mixture distribution extension, which is a combina-

tion of the Rasch model and latent class analysis.

Section 3 deals with more technical aspects like

parameter estimation, missing data, measures of

accuracy, and model fit. Section 4 presents the

results of the application of the described models to

the field test data of the German PISA 2003 science

test. Section 5 summarizes the models that were

applied and points out the directions of further

development of IRT.

INTRODUCTION TO THE BASIC ITEM

RESPONSE MODELS

Item response theory (IRT; see Baker, 1992; Hamble-

ton & Swaminathan, 1989) usually is considered a

class of statistical models for categorical data to

which the Rasch model (RM) and the two-parame-

ter logistic model belong, but not latent class analy-

sis (LCA). However, there are at least two reasons

why LCA can and should be seen as an IRT model.

Whereas the Rasch model tries to measure a latent

trait of the persons, LCA tries to identify latent

classes of persons. Both measure a latent variable,

which is a quantitative variable in the case of the

RM and a categorical variable in the case of LCA.

There are lots of good examples where test or ques-

tionnaire data have been analyzed using LCA. The

second reason is that the RM can be generalized to

a mixture distribution model, which is at the same

time a generalized latent class model.

The Rasch Model
The Rasch model refers to a data matrix that is set

up by the two factors persons and items (see

Table 18.1).

The entries of such a data matrix are the

responses xvj of a set of persons on a set of items. In

the simplest case, these item responses are dichoto-

mous, meaning that they only distinguish a correct

or "yes" response (xvj =1) from an incorrect or "no"

response (xy.= 0). To calculate the probability of an

item response, each person is characterized by an

TABLF: 18.1

The Data Structure of IRT Models

Factor: items

1 2 3 /

1
2

3
4

Factor: persons

" \i
N

Sum n1 n~ n~ n n.

1 Sum

r,

0
r3
/•

r
r.
r«

"/
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"ability" parameter that is not necessarily an ability

but any kind of latent trait, and each item is charac-

terized by an item parameter. The Rasch model

(Rasch, 1960, 1980) assumes only one parameter

per item, that is, a difficulty parameter, whereas

other IRT models have a second parameter that is

defined as a discrimination parameter. The former

can be formalized by the following equation.

p(x .) =
r VI '

exp(*.(0v-g.))

l + exp(0v-(7.) '
(1)

In this equation, the probability for person v to

respond to item i is a logistic function of the person

parameter dv and the item parameter cr. For one

item this relationship is represented by the so-called

item characteristic curve (ICC; see Figure 18.1),

which is defined as the probability of an item

response as a function of the person parameter

value. The item parameter cr is defined as the x-

coordinate of the turning point of the logistic func-

tion. Because the x-axis represents the latent

dimension, the item parameter is defined on the

same scale and has the same metric as the person

parameters.

The reason why the present chapter only deals

with Rasch-type models has to do with some advan-

tageous statistical properties of this "simple" one-

parameter logistic model (Rost, 2001). Rasch-type

models are the only IRT models where the

unweighted sum of correct item responses (the

"number correct") is a sufficient statistic for the

estimation of the trait parameters. Therefore, the

0,5 •

FIGURE 18.1. Nonintersecting item characteristic
curves as assumed by the Rasch model.

Rasch model provides a formal framework for what

is done anyway in naive analyses of test data:

counting the number of items that were answered

by a respondent in a certain direction. This prop-

erty of Rasch models is called sufficiency and refers

to the fact that the sum of correct responses (xvj =

1) of a person contains all the information neces-

sary to estimate the parameter of this person. The

same is true for the item parameters: The sum of

correct responses to an item contains all informa-

tion necessary to estimate the item parameter (see

following section).

The model Equation (1) shows that both types

of parameters—person and item parameters—are

combined additively, which is called the property of

latent additivity. It can be seen from this equation

that the item parameter is defined as a difficulty

parameter because the item parameter is subtracted

from the person parameter.

The Rasch model does not provide a second

item parameter defining the discrimination of an

item, which implies that all ICCs of a Rasch homo-

geneous test are parallel, so they do not intersect

(see Figure 18.1). Parallel ICCs and constant item

discriminations also mean that all items measure

the same latent trait equally well (property of item

homogeneity). Item homogeneity is a necessary con-

dition for measuring the persons independently of

the distribution of measures of the items (property

of specific objectivity). Fischer (1995a) showed that

the family of Rasch models is the only model type

that fulfills this condition and that specific objectiv-

ity is related to the property of latent additivity:

Whenever specific objectivity holds for a set of

items and a set of persons, then a representation of

the model exists where the person and the item

parameter are connected by addition or subtraction

as is the case for the Rasch model (Model 1).

Because of these properties, the likelihood of

the data—the probability of the observed data

given the assumed model—is just a function of the

marginal sums of the data matrix n(, the number of

persons that solved item i, and r the number of

items that were solved by person v, that is, the

number correct scores.

(2)
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Because the likelihood function L is used for esti-

mating the parameters, it follows that the marginal

sums are sufficient for estimating the parameters.

The pattern of responses of a person does not con-

tribute anything to the estimation of the person

parameter that cannot be drawn from the simple

sum score.

Parameter estimation procedures that are based

on the preceding likelihood function are called joint

maximum likelihood procedures because both types

of parameters are jointly estimated. With Rasch

models it is also possible to estimate the item

parameters without estimating the person parame-

ters simultaneously or knowing them beforehand.

This is done by conditioning the likelihood on the

sufficient statistics of the person parameters, that is,

on the rv scores. The consequence is a conditional

likelihood function that does not contain the person

parameters. Estimation procedures based on this

likelihood are called conditional maximum likelihood

methods (see following section).

LATENT CLASS ANALYSIS

Latent class analysis (LCA; Lazarsfeld & Henry,

1968; Rost, 2003) can be understood as an alterna-

tive explanatory approach to item response analy-

ses. Whereas the Rasch model assumes a

distribution of a quantitative person characteristic

on a continuous latent dimension, LCA postulates

that persons differ from each other with regard to

their response pattern and, according to their pat-

tern, belong to different latent classes. The classes

are called latent because they are not observable,

but constructed from the test data, just as the latent

traits of the Rasch model.

The aim of LCA is the identification of groups of

subjects who show different response patterns.

Latent class models cannot be characterized by

their ICCs because there is no latent dimension that

the response probabilities could depend on. How-

ever, the response probabilities are specific for and

constant within latent classes so that the meaning

of a latent class is well represented by its item pro-

file (see Figure 18.2). These profiles show the class-

specific response probabilities. Because response

probabilities are constant among the subjects within

each class, the model parameters are simply defined

as conditional response probabilities, given that

person v belongs to class c.

p(X . = 1 e = c) = n,
r v VI V 1C

(3)

Equation (3) defines the response probability p(Xy. = 1)

of a subject v that belongs to class c (0 = c) to be a

constant parameter jtic. There is another type of

parameter in LCA that represents the unconditional

response probabilities, n . These parameters define

the subject's probability to belong to class c and can

be interpreted as class size parameters.

nc = p(6v = c) (4)

Item 1 Item 2 Item 3

items

Item 4

- Class 1 -Class 2- Class 3

FIGURE 18.2. Item profiles of four items in three latent classes nic.
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It is an important characteristic of LCA that sub-

jects are not assigned to classes in a deterministic

way, but rather are assigned with certain probabili-

ties to any class. Therefore, incorrect assignments

do not emerge, and it is not necessary to apply an

error model to a classification made by LCA. But if

subjects are assigned to classes according to their

highest (modal) probability, a manifest classification

of all subjects is obtained, and the probability of

this assignment is a measure of the quality.

To illustrate, imagine that three latent classes

were identified by LCA, and each subject is

assigned to the class to which he/she has the high-

est probability of belonging, given his/her response

pattern. Let the mean probability of all subjects

assigned to the first manifest class be 0.91, for

instance. The counterprobability for these subjects,

that is, the probability of being assigned to Class 1

but actually belonging to latent Class 2 or 3, repre-

sents the measurement error. In this example the

measurement error is 1 - 0.91 = 0.09.

Similar to the Rasch model, the parameters are

estimated using maximum likelihood procedures.

In contrast to the Rasch model, however, the likeli-

hood function of LCA cannot be simplified to a

function of the marginal sums because only the pat-

tern frequencies provide the sufficient information

for parameter estimation.

ITEM RESPONSE THEORY MODELS FOR

MULTIMETHOD DATA

In this section we will define the item response the-

ory models more explicitly in relation to matrices

used with multimethod data. First, we will discuss

the Rasch model and then some generalized Rasch

models. We will include discussion of interaction

between items and methods and person and methods

and will provide commentary on the Rasch model

and latent class analysis with multimethod data.

The Rasch Model for Multimethod Data
A straightforward way to define a Rasch model for

multimethod data, that is, a data cube consisting of

persons X items X methods, would be to follow the

principle of latent additivity and to define the proba-

bility of the response of person v on item i with

method j as an additive logistic function of a person

parameter 9v, an item parameter a., and a method

parameter fj... Here the method parameter \i. stands

for the specific and item-independent contribution

of method j (that is, its main effect) to the probabil-

ity of solving an item:

(5)
d

where dvj. denotes 1 plus the exponential function

of the numerator, in this case cL = 1 + exp(#v - cr +

jU.)- This generalized Rasch model was described as

early as 1970 by Micko (1970; in German) and has

been discussed by Linacre (1989) as the multifacets

model. Depending on the conceptualization of

"methods," this model can be applied to different

situations. For example, Rost and Spada (1983) and

Spiel (1994) used it in the context of measurement

of change as a model of global learning. Here, the

method parameter represents the effect of learning

over time, and each "method" j stands for a differ-

ent point in time. Another example is revealed if

the researcher also deems the raters to be "meth-

ods" to judge certain person characteristics. Then

the model described can be used to identify the

amount of rater bias, that is, the tendency of raters

to rate generally higher or lower than other raters.

Because the method parameter is independent of

the item parameter, the application of this model is

limited to the identification of main effects of

biased ratings and cannot identify interactions

between raters and items.

Applications of the model discussed in Europe,

in particular by Gerhard Fischer and his students

(Fischer, 1995b), used computer programs of the

linear logistic test model (LLTM; Fischer, 1973). The

LLTM is a general model structure for defining any

kind of latent additive (but unidimensional) Rasch

model. For this purpose, the item parameters are

considered as a linear function of some basic

parameters rjh:

(6)
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where the design matrix Q covers the weights qih of

the item component h in item \. By means of an

appropriate specification of the design matrix Q,

the Rasch model for three-dimensional data struc-

tures can be defined as a LLTM model. Table 18.2

shows the Q matrix for four items and three meth-

ods. The Q matrix is built by taking account of the

combination of method j and item \. For example,

because the first item is an item-1-type item that

has been administered according to Method 1, the

first component (defining all item-1-type items) and

the fifth component (defining all Method 1 items)

were marked in the row of the "real" item 1. An

empty cell in a Q matrix indicates a weight of 0.

Although there are certain advantages to specify-

ing a model within the framework of a general

model structure (e.g., for dealing with incomplete

test designs and for model control and hypothesis

testing), it may be more convenient to have a com-

puter program for that particular model. Such a

program is FACETS (Linacre, 1989), which pro-

vides many useful fit diagnostics for the multifacets

Rasch model. A prototypical application of FACETS

is given by Eckes (2004).

Generalized Rasch Models for
Multimethod Data
The multimethod Rasch model introduced in the

previous section can be considered to be a main

effects model in the terminology of analysis of vari-

ance. Because there are three factors—persons,

items, and methods—in this main effects model,

three first-order interactions can be distinguished:

interactions between methods and items, between

persons and methods, and between items and per-

sons. The last-mentioned interaction, however,

would contradict the principle of Rasch models to

separate the influence of persons and items on the

response behavior. Such an interaction would mean

that the item parameter differs among persons, that

is, the difficulty of an item would be person spe-

cific. The mixed Rasch model (Rost, 1990, 1991),

which is a combination of the Rasch model with

latent class analysis, allows for a very restricted type

of person-item interaction by assuming that differ-

ent sets of item parameters hold for different groups

of persons. Therefore, the approach of mixture dis-

TABLE 18.2

Design Matrix of the Main Effects Model

(Model 5) as a Specification of the LLTM

(Model 6)

Component ft

Item / Method / 1 2 3 4 5 6 7
1
2

3

4

1

2

3

4

1

2

3

4

1

1

1

1

2

2

2

2

3

3

3

3

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1

1

1

1

1

1

1

1

tribution Rasch models will be considered as the

third way of introducing an interaction into the

main effects model.

Interaction between items and methods. The

basic model (Model 5) is a rather restrictive

assumption because the impact of different con-

texts or situations, of different response formats

or representation modes, or whatever the meth-

ods of a test application may be on the response

behavior may be different for different items. The

interaction model is obtained by substituting the

two single-indexed parameters cr and fj.. by a

double-indexed parameter cr., which parameter-

izes the difficulty of item i with method j:

+cr
(7)

d .
VIJ

In case of a complete multimethod design, that

is, if all items are administered using every method,

the interaction model is equivalent to the ordinary

Rasch model with as many items as there are item-

by-method combinations. From this point of view,

the original Rasch model is more general than the

extension of the Rasch model by a third, latent

additive method factor as is the case in the basic
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model (Model 5). In fact, the LLTM (Model 6) itself

is an ingenious extension of the Rasch model

because it contains item components that the Rasch

model does not take into consideration.

The advantage of treating the main effects model

(Model 5) as a specification of the LLTM is that a

large number of intermediate stages between the

main effects model (Model 5) and the interaction

model (Model 7) can be specified, and a very flexi-

ble way of dealing with incomplete multimethod

test designs is given. Whereas in the latter case sim-

ply canceling the lines of the design matrix Q (see

earlier) that relate to a missing item-method com-

bination solves this situation, the specification of

mixed interaction and conditional main effects

requires a reorganization of the Q matrix. The fol-

lowing matrix (see Table 18.3) illustrates the

assumption that the third method does interact

with the items so that there is only a conditional

main effect between Methods 1 and 2. An example

for such a semi-interaction between item content

and item method would be an achievement test in

physics, where four different item contents are

crossed by three kinds of response formats, that is,

open verbal response, multiple choice, and numeri-

cal calculation. On one side, the difficulties of the

four content areas, say electrical circuitry, optical

lenses, gravity, and density, are combined additively

with the (low) difficulty of giving a multiple-choice

Design Matrix of a Model With Main Effects

and Interactions Between Items and Methods

Components A

Methods/ Items/ 1 2 3 4 5 6 7 8 9 1 0

1 1 1 1

1 2 1 1

1 3 1 1
1 4 1 1
2 1 1 1
2 2 1 1
2 3 1 1
2 4 1 1
3 1 1 1
3 2 1 1
3 3 1 1
3 4 1 1

response or the (high) difficulty of giving a free

response. On the other side, the third method in

this hypothetical example, the numerical response

format, interacts with the content area depending

on which formula has to be applied and on the

choice of the numbers. An easy numerical calcula-

tion makes the items easier, whereas the application

of a complex formula and/or fractions can make the

items rather difficult.

From this perspective, the main effects and the

interaction model are not distinct types of models,

but merely the extreme variants of a whole spec-

trum of models allowing for more or less interac-

tions between the items and the methods. But even

with the highest degree of interactions between

items and methods, the interaction model is latent

additive with respect to the person parameter $v; in

other words, these models assume only one trait

parameter for all items and methods, and hence,

they remain unidimensional.

Interaction between persons and methods.

When a test instrument has been administered

by applying different methods, this may not only

have implications for the item difficulties, but

also for the latent traits used by the persons.

Method A, for example, items with an open

response format that require the respondents to

verbalize the solution of a task, may address the

respondents' verbal and creative abilities. The

"same" items with a multiple-choice response

format, in contrast, address the person's ability to

make "good guesses" by some distracter elimina-

tion technique. Hence, methods may be associ-

ated to different traits or latent dimensions.

This is also a kind of interaction but an interac-

tion between methods and persons. These models

may be called ability models as compared to diffi-

culty models. They can be formalized in the very

same way as difficulty models, that is, by introduc-

ing double-indexed parameters 0y. instead of latent

additive (single-indexed) person and method

parameters. The multidimensional multimethod

model can be formalized as

exp(0 -a.)

d. .
VI]

(8)
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where 6vj is the trait parameter of person v if method

j is used. The test items have the same difficulty

irrespective of the method applied, but the persons

respond by means of a different trait depending on

which method has been used. This model belongs to

the family of multidimensional Rasch models that

has been described by Adams, Wilson, and Wang

(1997; see also the computer program ConQuest;

Wu, Adams, & Wilson, 1997) and Rost and

Carstensen (2002; see also the computer program

MULTIRA; Carstensen & Rost, 1998). Model 8 is a

submodel of these generalized Rasch models, which

is defined by the following properties.

• It is a between-item multidimensionality model,

which means that the latent dimensions are specific

for nonoverlapping subgroups of items, so that

ever)' item belongs to one and only one dimension.

• The item parameters a remains the same for all

methods.

• It is a kind of facets model that refers to a test design

where each item is a specific combination of two

facets, for example, a content facet and a process

facet or, as in our case, the item content and the

administration method. In contrast to the general

case of facets models (Rost & Carstensen, 2002),

Model 8 is not symmetric with respect to the two

facets: The item content facet is assumed to have a

main effect only on the item difficulty, whereas the

method facet is assumed to interact with the trait.

As in the case of the LLTM and the simple main

effects model, the model can be specified by means of

design matrices and, hence, is embedded in a more

general model structure. This general multidimen-

sional model is the multidimensional random coeffi-

cients multinomial logit model (MRCMLM; Adams,

Wilson, & Wang, 1997; see also the computer pro-

gram ConQuest; Wu, Adams, & Wilson, 1997) in

which two design matrices, A and B, are used for

separately specifying the component structure of the

item difficulties (as in the LLTM) and a (different)

component structure defining the latent traits.

where m is the index across all tasks (i.e., items X

methods), h is the index of the components defining

the traits, and g is the index of the components

defining the difficulties. Both matrices, A and B, can

be different and are different in our case. In fact they

must be different to avoid identification problems.

This is illustrated for the example of four items

and three methods, that is, 12 physical items, each

four from three different methods in Table 18.4.

The number of rows in both matrices must be

identical because they refer to the same data, that

is, to the same physical items. The columns, how-

ever, are different. There are three for the method-

specific traits (Matrix A) and four for the

method-free item contents.

One benefit of defining a multimethod model by

means of design matrices is the flexibility of model

specification. Again, incomplete test designs can be

handled by the design matrices, and models can be

specified that mix assumptions from different models.

As a multimethod model, Model 8 can be con-

sidered a model with weak assumptions for the

traits (each method defining its own trait), but with

strong assumptions regarding the items because

they have the same difficulties under all methods.

Two Different Design Matrices for the Ability

and the Difficulty Structure

exp(Y,A ,0 .-YB a )
r^4—t mh vh 4—4 mg g>

(9)

d
VIJ

Methods/

1
1
1
1
2

2

2

2

3

3

3

3

*-

Items /

1
2

3

4

1

2

3

4

1

2

3

4

Traits A

1 2 3

1

1

1

1

1

1

1

1

1

1

1

1

Item
components g

1 2 3 4

1
1

1
1

1
1

1
1

1
1

1
1
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The latter type of assumption is not necessary

because a multidimensional model can also be for-

malized without a decomposition of the difficulty

parameters. The resulting model is a multidimen-

sional Rasch model with as many dimensions as

there are methods and a difficulty parameter for

each item x method combination:

_,,_exP(6>v.-g-..)

d
(10)

This model allows for both kinds of interactions—

person x method and item x method. Data analyses

according to this model can be done using the com-

puter programs MULTIRA and ConQuest.

Rasch model and latent class analysis: "Some

interaction" between items and persons. From

a formal point of view, the third kind of interac-

tion, that is, between items and persons, could

be treated quite similar to the interaction

between methods and persons. A multidimen-

sional model could be denned in which the traits

are specific for each item:

P(X .. = !) =A v VIJ y

exp(0^v "
d

VI]

(11)

Such a multidimensional approach to modeling the

interaction of persons and items would again lead

to the same family of models as discussed in the

last section, with just items and methods

exchanged. A "complete" interaction between items

and persons in the sense that each item addresses

its own latent trait certainly contradicts the basic

idea of Rasch's theory of measurement to separate

the influence of items and persons.

With the approach of mixture distribution Rasch

models, a moderate way of introducing interactions

between items and persons is provided. The mixed

Rasch model is a combination of latent class analysis

and the Rasch model. As described, LCA is used to

identify groups of subjects, called classes, who

respond to the test items in a qualitatively similar

way. This is formalized by class-specific solving

probabilities for each item. But LCA does not take

into account the quantitative differences between

persons within each class. This extension is made

by the mixed Rasch model (Rost 1990, 1991),

which states that the Rasch model holds for each

and every class, however, with its own set of param-

eters for each class. It assumes that both the item

parameters and the person parameters are class spe-

cific, which means that the model assigns different

item parameters to the same item and different per-

son parameters to the same person depending on

the latent class.

exp(0 -a )P * (12)

The ^-parameters are the unconditional probabili-

ties of belonging to class c and are sometimes

called the class size, parameters or the mixing pro-

portions. 0vc symbolizes the class-specific person

parameter, and dic stands for the class-specific

item parameter.

There are many different ways of generalizing

the mixed Rasch approach to multimethod data. A

straightforward way would be to separate the effects

of items and methods within each class, namely, to

assume the main effects model (Model 5) for each

latent class c.

_, exp(0 - a
x^ = D=£^e

 vc. 'c "- (B),

vijc

A more general model structure would be obtained

when a latent additive decomposition of the item-

method parameters is introduced,

exp(0 -Xtf ,/?,)rv vc £—l^mh <h'

vijc

which would be the mixture distribution LLTM

(Rost, 2001). The basic idea of this model is the

assumption of different latent classes in which the

LLTM holds. Obviously the mixture distribution
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LLTM (Model 14) is a restricted case of the mixed

Rasch model (Model 12).

Moreover, the possibility of defining so-called

hybrid models (which are mixture models in which

a different kind of model holds in each latent class)

inflates the family of multimethod Rasch models to

an intractable framework of thousands of models,

and this situation would not really help us under-

stand the psychometric issues of multimethod data.

Instead of searching for the model that is most

general but not applicable to any data set (because

no appropriate software would be available), we

will restrict ourselves to the simple case of the

mixed Rasch model. This model takes an interac-

tion between items and methods into account and

restricts the interaction with persons to a limited

(small) number of latent classes:

exp(0 -a.)
*- ^ vc ire'

(15)

The cr.c parameters are combined item-method

parameters and specific for each class c. The unidi-

mensional 9vc parameters refer to all tasks, so that

(similar to interaction Model 7) there is no differ-

ence between items and methods in the formaliza-

tion of the model. Both may contribute to the

identification of subgroups of persons. Therefore, it

is not a model that is specific for the multimethod

situation. Rather, it provides us with an elegant

heuristic tool to identify interactions between items

and methods and the latent trait.

All models described in this section have been

defined for dichotomous data. All these models can

also be defined for ordinal response variables, for

example, for rating scales as a response format or

partial credit scoring in the case of achievement tests.

THE APPLICATION OF MULTIMETHOD

MODELS TO INCOMPLETE DATA

Some of the generalized Rasch models for multi-

method data presented in Section 2 require parame-

ter estimation methods that do not belong to the

standard repertoire of the ordinary Rasch model,

particularly if the data stem from incomplete test

designs or if a multimatrix design has been used for

data collection. In both cases, the data cube is

incomplete, that is, it has many submatrices or sub-

cubes where no responses were observed. In this

section, some methods of parameter estimation and

measures of accuracy will be discussed.

The application of the Rasch model requires the

estimation of both types of parameters, those for per-

sons and for items. There are at least three possibili-

ties for estimating the parameters in the Rasch model:

• Joint maximum likelihood (JML), that is, the maxi-

mization of the likelihood function, which con-

tains both types of parameters.

• Conditional maximum likelihood (CML), that is,

the likelihood function is maximized after the

elimination of the person parameters by condi-

tioning on the sum scores.

• Marginal maximum likelihood (MML), that is, the

likelihood function is maximized while the distri-

bution of person parameters is modelled by some

type of distribution like the normal.

The best way to estimate the item parameters of

the Rasch model is to use the CML approach

because it leads to consistent item parameter esti-

mates without making an assumption about the

latent trait distribution. Such an assumption must

be made for the MML approach. Usually a normal

distribution is assumed, the parameters of which

can be directly and consistently estimated together

with the item parameters (Mislevy 1984).

Considering the JML approach, the estimates of

the item and person parameters are only consistent

if the number of persons and the number of items

increase to infinity (Molenaar, 1995). As a conse-

quence, the JML method is not used for estimating

the item parameters anymore. However, it is still

applied for the estimation of person parameters.

Traditionally these parameters are estimated as

maximum likelihood estimators (MLE) using the

first partial derivatives of the JML function of all

items i to which a person v has responded:

3logp(x0,cr)
= Q. (16)
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p(x I Q,a) represents the likelihood of the response

vector x of a certain person with parameter 6 under

the condition of known or sufficiently well esti-

mated item parameters. For the Rasch model this

likelihood is

The MLE has several disadvantages. First, it is infi-

nite for persons who either do not solve any or

solve every item. Second, it has a considerable bias,

that is, the expectation of (#v-#v) is not zero. To

circumvent these disadvantages, Warm (1989)

modified the MLE via Bayes' theorem

(17)

In this equation, L stands for the likelihood func-

tion, and the latent trait distribution is denoted by

/(0). Warm (1989) used a prior distribution for/(0),

which is equal to the square root of the Fisher

information function. Such a prior is called nonin-

formative because it is a constant over the latent

dimension and does not contain information about

the latent distribution of person abilities. By means

of Warm's method, an estimator for 6 is obtained

that has a finite value for persons who solve either

none or every item. It also has a smaller bias than

the MLE. The estimator is called the weighted likeli-

hood estimator (WLE) or Warm's estimator.

Using an informative instead of a noninforma-

tive prior in combination with the likelihood func-

tion, an a posteriori distribution is obtained that

contains all information about the 0y parameters.

The expectation of this distribution for a single

person can be used as a point estimator of 6 ,

called the expected a posteriori estimator (EAP; Bock

& Aitkin, 1981). In contrast to the WLE, this esti-

mator does not minimize the bias but the mean

square error, —

Although WLE and EAP estimators are the best

way to estimate each individual's latent trait value,

in other words, they are the best point estimators,

they do have one major drawback: The sample dis-

tributions of both point estimators do not converge

to the latent trait distribution. Although the mean of

the latent distribution can consistently be estimated

by both point estimators, the variance cannot. The

variance of the WLE exceeds the latent variance

because the measurement error is part of it. In con-

trast, the EAP distribution is shrunken compared to

the latent distribution because the EAPs (which are

the means of each individual's posterior distribution)

have smaller variances than the "true values."

Alternatively, it is possible to draw a number of

values at random from each individual's posterior dis-

tribution and to use these values for the estimation of

the latent distribution. Because these values are plau-

sible estimators for the individuals' latent trait value,

they are called plausible values (Mislevy, Beaton,

Kaplan, & Sheehan, 1992). The variance of these

plausible values is a consistent estimate of the vari-

ance of the latent distribution. Although plausible

values reproduce the latent variance, they are poor

point estimators as compared to the WLE or EAE

The advantage of the MML method is not only

the consistent estimation of the latent distribution,

but also the possibility of applying it under missing

data conditions. In this case, the property of esti-

mating the latent distribution consistently depends

on the condition that the missing data are missing

at random (MAR). MAR means that the missing

data are a random sample of the observed data

(Schafer, 1997). If this assumption is true, then the

estimation of the latent distribution only on the

basis of the observed data will be consistent. The

likelihood of the observed data contains all the nec-

essary and sufficient information for this estima-

tion. Missing data that are due to an incomplete test

design usually fulfill the MAR condition so that

consistent estimates are ensured.

A third advantage of the MML method is con-

nected to its property of providing consistent esti-

mates of the latent variance. The estimator of the

latent variance can be used as a measure of the

"true score" variance in the classical definition of

reliability. In the definition of reliability as the ratio

of true score variance and observed score variance,

the true score variance is represented by the vari-

ance of the latent trait, and the observed score vari-

ance is given by the variance of the WLE estimates.

Thus, reliability can be calculated as
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Re/ = -
est.Var(e]

Var(e]
(18)

where est.Var(d) is the variance of the latent trait

estimated by means of the MML method.

This measure of reliability has turned out to be

much closer to classical measures. In particular, it is

not distorted by the overestimation of error variance

defined as the expected standard error of person

parameter estimates (Andrich, 1988; Rost, 1996).

After the estimation of the model parameters

and the calculation of a measure of accuracy, it is

necessary to determine whether the considered

model fits the data. This is a question of internal

validity. In other words, a measure of a latent trait

by means of multimethod data is said to be inter-

nally valid if the model used to estimate the trait

fits the data. One possibility is to calculate the ratio

of the likelihoods (LR) of the model being consid-

ered and a less-restrictive model (likelihood ratio

test). Then the test statistic -21n(LR) is approxi-

mately chi-square distributed, and the degrees of

freedoms are equal to the difference of the numbers

of parameters in both models. If the likelihood ratio

test is significant, then the assumptions of the more

restrictive model do not hold.

The likelihood ratio test requires—among other

things—that the model under consideration be a

submodel of the comparison model. If two or

more nonnested models are to be compared, it is

possible to use so-called information indices like

Akaike's information criterion (AIC) or Bayes infor-

mation criterion (BIC). These indices allow the

comparison of models by combining the likeli-

hood value and the number of model parameters.

The rationale is that models that have more

parameters can fit the data better than models

with fewer parameters. Consequently, each model

is penalized for its number of parameters. Addi-

tionally, the sample size is also considered in BIC

estimates because the number of different response

patterns usually increases with the number of sub-

jects so that a model assuming many parameters is

more likely when the sample size is large. Because

this effect is considered by the BIC, this index is

preferable to the AIC if the number of response

patterns is high. Although it is possible to com-

pare very different models by means of these two

indices, a serious disadvantage is that it is not pos-

sible to make the difference between two values

subject to a statistical significance test.

AN ANALYSIS OF THE GERMAN SCIENCE

TEST IN OECD/PISA 2003 (FIELD TRIAL

DATA)

In this section, the models presented earlier will be

used to analyze the field trial data of the German

science test of the OECD Program for International

Student Assessment in 2003 (OECD/PISA 2003).

OECD/PISA 2003 is the second of at least three

cycles of an international large-scale study designed

to assess and analyze the educational systems of

more than 30 countries (of which almost all are

members of the Organization for Economic Co-

operation and Development, OECD). The target

population consists of 15-year-old high school stu-

dents whose skills and competencies are assessed in

the domains of reading, mathematical, and scientific

literacy in real-life settings.

In addition to the international part of the study,

each participating country has the opportunity to

examine special national research questions by

administration of their own national test. In Ger-

many, the scientific literacy component has been

(and still is) the responsibility of the Leibniz Insti-

tute for Science Education. A national expert team

consisting of biologists, chemists, physicists, educa-

tional researchers, and psychologists from this insti-

tute and several German universities constructed

the national science test. Based on the experience

with the national science test of PISA 2000, a com-

plete two-facet design was created for the national

science test of PISA 2003.

The first facet refers to the content areas of the

test items, which can be assigned to the three sci-

ence subjects of the German school system, biology,

chemistry, and physics. The test covered four con-

tent areas from physics, four from biology, and two

from chemistry, that is, a total of 10 different con-

tents. The second facet refers to seven so-called

cognitive components:
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1. "Evaluating" comprises the ability to analyze a

specific, complex, and problematic situation in

which no simple solution exists but several pos-

sible options to act exist.

2. "Divergent thinking" is the ability to create a

number of different but correct answers to a cog-

nitive task for which there is not just one solution.

3. "Dealing with graphical representations" stands

for the ability to solve a cognitive task by using

the information that is provided by a graph, a

diagram, or an illustration.

4. "Convergent thinking/reasoning" represents the

ability to solve problems by means of an inferred

or introduced rule.

5. "Using mental models": A mental model can be

described as a spatial or geometrical concept that

represents scientific facts and their relations. By

means of this concept, the student should be

able to predict and explain experimental results

and empirical findings.

6. "Describing the phenomenon" is the ability of a

person to correctly describe the pieces of infor-

mation given in tables, diagrams, graphs, or

illustrations.

7. "Dealing with numbers" stands for the ability to

perform numerical calculations in the context of

a scientific concept. For a correct calculation it is

not only necessary to do the right arithmetical

operations, but it is essential that the underlying

scientific concept has been understood.

In the facet design of the 2003 German science

test, each combination of a content and a cognitive

component is represented by one item. In summary,

the field trial test version was based on a two-facet

design with 70 items addressing 10 content areas

and 7 cognitive components. Because of limited

testing time, not all 70 tasks could be administered

to each of the 1,955 students assessed in the field

trial. Therefore, sampling followed a multimatrix

design in which 10 subgroups of students

responded to the tasks of either one, three, or five

content areas. As a result, the final data matrix

included an average of 70% missing data that is due

to the test design. In the analyses described follow-

ing, only those cases were included that responded

at least to 21 items (781 students).

For the purpose of illustrating the analysis of

multimethod test data, we will consider the content

areas as the "items" and the cognitive components

as the "methods." In the case of the German PISA

2003 science field test, a biological content such as

"predators and prey" is connected to each of the

cognitive competencies, so students work on a task

dealing with, for example, the different possibilities

for increasing the lynx population ("predators and

prey" in connection with "divergent thinking"). In

the terminology of the multitrait-multimethod

approach, the combination of content area, for

instance, "predators and prey," and cognitive com-

ponents, for instance, "divergent thinking," would

be called "items," whereas the content area would

be the "trait" and the cognitive component would

be the "method."

But the chosen kind of analysis here is not the

only possible way of looking at these data. For

instance, the items of one cognitive component

("method") are rather different with respect to the

particular pieces of knowledge included in the 10

tasks. There is more variation among the items of

the same method than could be expected by simply

taking into account the differences in the content

areas. This implies, for example, that a model

assuming constant item (content) difficulties under

all methods has little chance to fit the data. How-

ever, this conclusion will be drawn from the results

and need not be subject to speculation in advance.

The analyses were conducted along the structure of

the family of multimethod Rasch models described

earlier. In particular, the LLTM, the Rasch model,

and its generalizations to the multidimensional and

mixed population case will be applied.

Table 18.5 gives an overview of the application

of all models mentioned. The first four models have

been calculated using the ConQuest program, and

the mixed Rasch models were calculated by means

of a not-yet-published program by Matthias von

Davier. Note that the likelihood and the number of

parameters increases from left to right in Table 18.5.

For model selection, the Bayes information criterion

(BIC) is preferable to Akaike's information criterion

(AIC) because the German PISA science test con-

sists of 70 items and was administered to 781 stu-

dents, resulting in a large number of different

261



Rost and Walter

Results of the Fit Statistics for the Multimethod Models

Mixed RM

Log likelihood
Number of independent parameters
AIC
BIG

LLTM

-15,179

18

30,394.80

30,478.69

70 LLTM

-14,138

38

28,351.76

28,528.86

Rasch model

-13,706

71

27,554.28

27,885.18

7DRM

-12,129

98

24,453.43

24,910.16

2 classes

-12,069

143

24,424.69

25,091.15

3 classes

-11.976

215

24,381.42

25,383.45

Note. 7D LLTM = seven-dimensional linear logistic test model, 7D RM = seven-dimensional Rasch model.

response patterns, a situation that must be taken

into account in model fitting (see Section 3). If the

model selection was based on the BIC, the decision

would be to choose the seven-dimensional Rasch

model because the BIC value is the smallest for this

model. Yet before a decision is made, let us first

have a closer look at the models and their estimates.

For the first four models, it is necessary to set

the sum of the person or item parameters to zero to

let the models be identified. For these analyses the

constraint was on the cases (persons), that is, all

latent means were set to zero. In the first model,

that is, the main effects model (5), known here as

the LLTM, the probability of a task response is a

function of one person parameter #v, one item

parameter a, and one cognitive component

(method), fi.. It is the most restrictive model

because it only has 18 independent parameters and

a log likelihood of-15,179, which is the lowest

value of all the tested models. The 18 parameters

cover the mean (which is set to zero and not

counted as a parameter) and variance of the latent

trait, 10 parameters for the content areas, and 7

parameters for the methods.

Analyses reveal a tremendous increment to the

log likelihood of the ordinary Rasch model in

which no additive decomposition of the task diffi-

culty into an item effect and a method effect is

assumed. The log likelihood value increases to

-13,706 for the Rasch model, which has 70 item-

method parameters. Both models can be compared

by means of their task difficulties. These are the

item-method parameters of the Rasch model and

the sums of the content and the method parame-

TABLE 18.t>

The Content and Method Parameters of the

Simple Main Effects Model (LLTM)

Parameter Parameter value

Contents

Respiration & photosynthesis (biology) -0.02
Wheat germ (biology) -0.21
Predator & prey (biology) -0.16
Having babies (biology) 0.30
At the swimming pool (chemistry) 0.33
Waste incineration (chemistry) 0.12
Traffic (physics) 0.09
Warmth & cold (physics) -0.50
Electricity (physics) 0.19
Energy (physics) 0.02

Methods

Evaluating
Divergent thinking
Graphical representations
Convergent thinking
Mental models
Describing the phenomenon
Dealing with numbers

0.36

0.06

-0.01

0.64

1.76

0.07

0.33

ters of the LLTM. The latter can be found in Table

18.6. As an example, we can look at the task

where the method "dealing with numbers" has to

be applied to "energy." The task difficulty of the

LLTM is obtained by adding the difficulty of the

method "dealing with numbers" (0.33) to the

value of the content difficulty of "energy" (0.02)

resulting in a value of 0.35. The estimated task dif-
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Reliabilities of the Latent Traits Under the

Different Multimethod Models

Unidimensional model

LLTM

0.777

Rasch model

0.812

Seven-dimensional model

Evaluating
Divergent thinking
Dealing with graphics
Convergent thinking
Mental model
Describing the phenomenon
Dealing with numbers

0.533

0.688

0.496

0.448

0.274

0.802

0.941

0.530

0.612

0.474

0.428

0.620

0.776

0.959

ficulty of the Rasch model is 0.36, so that the task

difficulty is very much the same in both models.

This does not have to be the case for all items. If

the estimates from both models were approxi-

mately the same, they would be positioned on the

diagonal in Figure 18.3. This would mean that no

interactions between content and cognitive com-

ponents exist.

In fact, Figure 18.3 shows that the congruence

of the task difficulties from both models is not very

high. As expected from the difference of the log

likelihoods, the item parameters of the Rasch model

and those calculated from the item components of

the LLTM differ from each other substantially. The

hypothesis of a simple additive model of content

and cognitive component does not hold for the

German PISA science test.

However, the reliability of the tests of both (uni-

dimensional) models does not reflect the lack of fit

of the main effects model. The reliability, estimated

as the ratio of latent and WLE variance, is .812 for

the Rasch model and .777 for the LLTM. The supe-

riority of the Rasch model is better reflected by its

higher variance (1.09) than that of the LLTM (.81).

In Section 2, the distinction between difficulty

and ability models was introduced. According to

this distinction, both models considered so far (the

LLTM and Rasch model) are difficulty models. With

regard to the present data, the impact of the methods

on the response probabilities certainly cannot be

modeled by a difficulty model. Maybe an ability

model based on the same distinction between con-

tent and cognitive components is more appropriate

for this data. The assumption that the methods refer

to own latent dimensions is rather plausible for the

PISA science test example because what is called

-2 J

LLTM Item Difficulties

FIGURE 18.3. A graphical comparison of the task parameters in the main effects (LLTM) and the
interaction model (unconstrained Rasch model).
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cognitive components may also be considered as

cognitive competencies, that is, as trait variables.

This leads us to the multidimensional multi-

method Model (8), where latent variables are

assumed for each method and difficulty parameters

for each content. The model may be considered to

be a multidimensional generalization of the LLTM,

and it has a log likelihood of-14,138, which is

notably better than the log likelihood of the ordi-

nary LLTM. A total of 38 independent parameters

have to be estimated: 10 content parameters, 7

latent variances, and 21 latent covariances.

The difficulty parameters of the items (content)

are strongly related in both the unidimensional and

the seven-dimensional models (r = .98). Figure 18.4

shows the latent variances and the WLE variances

of Model (8), which were estimated along with the

7D LLTM. As can be seen, the latent variances

range from a small value (0.235 for "mental

model") to relatively large values for "describing

the phenomenon" (1.239) and "dealing with num-

bers" (1.769). In contrast, the WLE variances do

not have this broad range, but vary from 0.858

("mental model") to 1.869 ("dealing with num-

bers"). As a consequence, the reliabilities of the

seven competencies also vary considerably. Table

18.7 presents the reliability estimates, measured as

the ratio of the latent variance to the WLE variance,

for the first four models discussed in this chapter.

At the top of the table the reliabilities of the unidi-

mensional LLTM (second column) and of the Rasch

model (third column) are presented. The lower por-

tion of the table shows the reliabilities of the seven

cognitive competencies for the seven-dimensional

LLTM (second column) and the seven-dimensional

Rasch model (third column). Some of the reliabili-

ties are very low (e.g., for "mental models," seven-

dimensional LLTM), which may be due to a floor

effect, that is, the mental model tasks only have a

mean solution probability of 0.17. Nevertheless, for

most of the competencies, the reliabilities are con-

siderably high, which confirms that a multidimen-

sional approach for analyzing the data is more

appropriate than a unidimensional approach.

Whether each trait requires its own parameter or

whether a smaller number of dimensions would

suffice to describe the data are questions that have

not been subjected to model fit tests but have been

answered by an exploratory principal components

analysis. The first two principal components

explain 88.6 percent of the variance. This is a

strong indicator that two dimensions might suffice.

The structure and interpretation of this two-factor

space is very similar to that of the next model;

therefore, a separate presentation of the results is

not provided here.

The next step of analysis is motivated by the

question of whether the superiority of the seven-

dimensional LLTM can be increased even more if

the assumption of the main effect of content on the

task difficulty is omitted. The resulting model is

the multidimensional Rasch model without a

decomposition of the task parameters. The model

has 70 item parameters (instead of 10) and, as the

seven-dimensional LLTM, 7 latent variances and 21

covariances. Then the total number of independent

Evaluating Divergent Thinking Dealing with Convergent Mental Model Describing the Dealing with

Graphical Thinking Phenomenon Numbers

Representations

D Latent variances • WLE Variances

FIGURE 18.4. Latent and observed variances of the seven method traits according to Model 8.
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parameters is 98. This seven-dimensional Rasch

model has a log likelihood value of-12,129.

Figure 18.5 shows the latent variances of the seven

latent dimensions of this model. Compared to the

variance estimates of the seven-dimensional LLTM,

the estimates of the seven-dimensional Rasch

model are generally higher. This is true for the

latent as well as for the WLE variances. The latent

variance estimates range from 0.725 for "conver-

gent thinking" to 2.436 for "dealing with num-

bers," whereas the WLE variances vary from 1.285

for "mental model" to 2.540 for "dealing with

numbers."

To interpret the 21 covariances of the 7 traits, a

principal components analysis based on the latent

correlations was calculated. Figure 18.6 shows the

varimax rotation of the two-factor solution that

explains 94.4% of the observed variance. With

regard to the first two principal components, the

cognitive competencies "dealing with graphical rep-

resentations," "dealing with numbers," "employing

mental models," and "convergent thinking" have

Evaluating Divergent Thinking Dealing with Convergent Mental Model Describing the Dealing with
Graphical Thinking Phenomenon Numbers

Representations

D Latent Variances • WLE Variances

FIGURE 18.5. Latent and observed variances of the seven method traits according to Model 10.
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FIGURE 18.6. Loading plot of the first two principal components based on the latent correlations.
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nearly the same loadings, that is, they form a kind

of cluster in this two-dimensional space. The fact

that 94% of the variance is explained by the first

two components and the evident interpretation of

the results provides support for the assumption that

two latent dimensions would suffice to explain the

data. With regard to the task difficulties, it makes

no difference whether the unidimensional or multi-

dimensional Rasch model is applied because the

item difficulties of the unidimensional and the

seven-dimensional model are approximately equal.

Finally, the results concerning the mixed Rasch

model are to be discussed. Two different solutions

were calculated: a two-class and a three-class

model. The two-class model with 146 parameters

has a log likelihood value of-12,169, whereas the

three-class model with 219 parameters has a log

likelihood value of-11,976. Although both values

are smaller than the seven-dimensional Rasch

model's log likelihood value, because of the large

number of parameters of the mixed Rasch model,

their B1C values (25,091 and 25,383 for the two-

class and three-class models, respectively) are larger

than that of the seven-dimensional Rasch model

(24,910, see Table 18.5).

To illustrate the results of the two-class model,

Figure 18.7 shows 10 diagrams—one diagram for

each content area—that present the item parame-

ters for each class of the two-class model. It turns

out that the profiles of item parameters in both

classes are, despite some deviations, more or less

parallel. The irregularities, however, do not relate to

one and only one of the cognitive components and,

hence, are not specific to one method. The compo-

nent "dealing with numbers," for example, seems to

be the only item that makes a difference between

the two classes in the content areas "respiration and

photosynthesis" and "predator and prey." The use

of mental models when solving a task is responsible

for the existence of two classes (instead of one) in

the areas "energy" and "waste."

An inspection of all 10 diagrams in Figure 18.7

provides no evidence that there is a systematic

interaction among items (contents), methods (cog-

nitive components), and persons. There is, how-

ever, a first-order interaction between methods

(components) and contents (items) because the

profiles shown by the 10 diagrams are rather differ-

ent. The distinction of two classes of persons is

"only" needed for taking account of some content-

specific method effects that seem to indicate some

deficiencies in item construction rather than a sys-

tematic persons-methods interaction.

Summarizing the findings of all multimethod

models considered so far, it can be concluded for

the PISA 2003 field trial data that

• There is a strong interaction between the content

and the method, which is indicated by the superi-

ority of all models assuming such an interaction

(Models 7, 10, and 15) as compared to those that

do not (Models 5 and 8).

• There is an interaction between methods

and persons (7D LLTM, Model 8, and seven-

dimensional Rasch model, Model 10) that can

be represented by a multidimensional methods

model, whereas creating an own method factor

for each of the seven cognitive components

would obviously be an overparameterization

(two factors might be sufficient).

• There is no systematic interaction between contents

(items) and persons, which is indicated by the

more or less parallel item profiles of the two latent

classes in the mixed Rasch model (Model 15).

CONCLUSION

A system of five item response models for multi-

method data has been presented that belongs to the

family of generalized Rasch models. The basic

model of this system is the most restrictive three-

factor extension of the simple two-factor Rasch

model. A kind of asymmetry is inherent in this sys-

tem, because traditionally an interaction between

items and persons has been taboo in item response

theory and, in particular, in Rasch models. As a

"weak" form of such an interaction, the approach of

class-specific Rasch models (that is, the mixed

Rasch model) has been proposed to fill this gap.

Hence, the system covers five models:

• The main effects model

• The items-methods interaction model

• The methods-persons interaction model
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Respiration & photosynthesis

./ y

Having babies

Electricity

At the swimming pool

Predator & prey

Wheatgerm

Energy at the proper time

Warmth & cold

Waste incineration

FIGURE 18.7. Item parameter values depending on the cognitive competence for each class of
the two-class model.

• The methods-persons and items-methods inter-

action model

• The items-methods mixed Rasch model.

Methods-persons interaction simply means

assuming method-specific dimensions, that is, mul-

tidimensionality. Items-methods interaction means

assuming the ordinary Rasch model for as many

items as there are items-methods interactions. In

this case, it is the absence of an interaction (that is,

the main effects model for methods and items) that

leads to an extended model structure (linear logistic
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models). As another kind of multidimensionality,

mixture distribution models can be taken into

account for modeling interactions between methods

and persons.

The application of these models sometimes

requires new and more flexible methods of parame-

ter estimation, measures of accuracy, and model

control than those belonging to the standard reper-

toire of the simple Rasch model. However, these

methods do exist and can be applied to multi-

method data. Other model specifications are only

available in principle, but convenient software is

lacking. For example, the program FACETS can be

used to estimate main effects models or the pro-

gram ConQuest for many kinds of multidimen-

sional models. Currently, no program exists that

provides options for the exploratory analysis of the

number of dimensions needed for a given set of

data. Yet there is WINMIRA (von Davier, 2001), a

program that has a strong exploratory capacity with

respect to the kind and number of latent classes

involved in a mixture distribution.

In conclusion, we do not think that another

kind of item response theory is needed for multi-

method data. What we need is the intelligent appli-

cation of the many existing generalized IRT models,

and we need good, solid theories that guide us

through the complex and sometimes confusing

world of generalized models. General model struc-

tures that seem to explain everything do not really

explain anything, if there is not an a priori theory.
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C H A P T E R 19

MULTILEVEL MODELS FOR
MULTIMETHOD MEASUREMENTS

Joop Hox and Cora Maas

Theoretical constructs used in social and behavioral

science are often complex, and they have an indi-

rect relationship to the corresponding empirical

observations. The distance between a theoretical

construct and its observable phenomena can create

problems for researchers, causing them to explicitly

state how they plan to measure what they are theo-

rizing about. To ensure construct validity, the

methodological advice often given is to measure

each construct in more than one way (e.g., Hoyle,

Harris, &Judd, 2002; Kerlinger, 1973). Fiske

(1971) advocated not only using multiple opera-

tionalizations of each construct, but also purpose-

fully manipulating operationalizations to span

different theoretical perspectives and modes of

assessment. This raises questions about the conver-

gence and discriminability of different constructs

and measures, which underlies the development of

the multitrait-multimethod method (Campbell &

Fiske, 1959).

This chapter focuses on using multilevel model-

ing to combine information from different sources

and on assessing the reliability and validity of the

resulting estimates. It starts with a brief introduction

to multilevel analysis. Following this introduction,

three measurement approaches are discussed where

multilevel modeling is a valuable and effective analy-

sis tool: facet design, assessing contextual character-

istics, and generalizability theory. These approaches

were chosen because they all, each in their own fash-

ion, aim to incorporate information from several dis-

tinct sources in one measurement instrument. Each

approach is explained using an example including an

analysis of a small data set. The role of multilevel

analysis in all three approaches is to assess the con-

tribution of different sources of variance (due both to

different traits and to the specific measurement

modes used) in designs where standard analysis

methods encounter difficulties.

A BRIEF INTRODUCTION TO MULTILEVEL

ANALYSIS

Multilevel models are needed for the analysis of

data that have a hierarchical or clustered structure.

Such data arise routinely in various fields, for

instance, in educational research where pupils are

nested within schools or in family studies with chil-

dren nested within families. Clustered data may also

arise as a result of the research design. For instance,

repeated measures can be viewed as a series of

measurements nested within individual subjects.

The models used in this chapter are multilevel

regression models. The multilevel regression model

assumes hierarchical data, with one response vari-

able measured at the lowest level and explanatory

variables at all existing levels. Conceptually the

model is often viewed as a hierarchical system of

regression equations. For example, assume we have

data in J groups or contexts and a different number

of individuals N. in each group. On the individual

(lowest) level, we have the dependent variable Y..

Unless stated otherwise, the data used in the examples are artificial data. Data sets used in the examples are available from the authors.
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and the explanatory variable Xp and on the group

level we have the explanatory variable Z.. Thus, we

have a separate regression equation in each group:

(1)

The /3. are modeled by explanatory variables at the

group level:

+ 7oi Zj + V

+ /ll Zj + V

(2)

(3)

The substitution of (2) and (3) in (1) produces the

single equation

Y~ = 7™ + 7m^ + 7m Z. + r, Z.X.. + u,. X. + un. + e... (4)y '00 '10 y '01 j '11 j i) Ij y Oj y

In general there will be more than one explana-

tory variable at the lowest level and also more than

one explanatory variable at the highest level. The

assumptions of the multilevel regression model are

that the residual errors at the lowest level ef have a

normal distribution with a mean of zero and a vari-

ance a2. It is usually assumed that the groups have

a common variance <72. The second level residual

errors u0 and ur are assumed to be independent

from the lowest level errors e.. as well as to have a

multivariate normal distribution with means of zero

and variances a2 and O2. Other assumptions, iden-
"o "i

tical to the common assumptions of multiple

regression analysis, are fixed predictors and linear

relationships. The estimators generally used in mul-

tilevel analysis are Maximum Likelihood (ML) esti-

mators, with standard errors estimated from the

inverse of the information matrix. These standard

errors can be used to establish a confidence interval

or to test for significance. This is, in general, not

correct for the variance components because in this

case the null hypothesis is on the boundary of the

parameter space (variances cannot be negative).

Therefore, variances are generally tested using a

likelihood-ratio test or a chi-square test described

by Raudenbush and Bryk (2002). Two different

likelihood functions are commonly used in multi-

level regression analysis: Full Maximum Likelihood

(FML) and Restricted Maximum Likelihood (RML;

Raudenbush & Bryk, 2002; see also Goldstein,

1995). RML estimation is preferred when the inter-

est is in estimating the variance components. For

details on the statistical model and estimation tech-

niques, we refer to the literature (e.g., Goldstein,

1995; Hox, 2002; Raudenbush & Bryk, 2002; Sni-

jders 61 Bosker, 1999).

FACET DESIGN

A useful device for the systematic definition of a the-

oretical construct is Guttman's facet design

(Guttman, 1954). Facet design defines a universe of

observations by classifying them using a scheme of

facets with elements subsumed within facets. Facets

are different ways of classifying observations; the ele-

ments are distinct classes within each facet. The uni-

verse of observations is classified using three kinds of

criteria: (a) the population facets that classify the

population, (b) the content facets that classify the

variables, and (c) the common range of response cat-

egories for the variables. The facet design approach

can be expressed graphically as follows:

[X ] x [ A x B x ... N ] ->R

In this representation, [X] is the population of

objects (respondents, research participants), [A],

[B]... [N] are content facets, and R is the common

response range. Roskam (1990) emphasized the

importance of the response range because it defines

the domain of observations. Thus, if the range is

defined as "correct/wrong by an objective criterion,"

we are investigating intelligence behavior, and if the

range is defined as "ordered as very positive/very

negative toward that object," we are investigating

attitude behavior (Roskam, 1990, p. 189).

For our present goal, we concentrate on the

facet structure of the variables. The various content

facets can be viewed as a cross-classification, analo-

gous to an analysis of variance design that specifies

the similarities and dissimilarities among question-

naire items. Each facet represents a particular con-

ceptual classification scheme that consists of a set

of elements that define possible observations. The

content facets must be appropriate for the construct

that they define. In selecting the most appropriate
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facets and elements, the objective is to describe all

important aspects of the content domain explicitly

and unequivocally. For example, for many con-

structs, it may be useful to distinguish a behavior

facet that defines the relevant behaviors and a situa-

tion facet that defines the situations in which the

behaviors occur. An example of a facet design is

Cough's (1985, p. 247) design for reasons for

attending weight-reduction classes. Gough defined

the person facet [X] as "married women attending

slimming groups." There are two content facets:

source and motive. The facet design can be summa-

rized as: To what extent does the person [X] feel

that Source [S] led her to believe that she would

achieve Motive [M] if she lost weight, as rated using

Response [R]. The source facet [S] has four ele-

ments: (a) own experience, (b) husband, (c) doctor,

and (d) media. The motivation facet [M] has seven

facets: (a) feel healthier, (b) feel fitter, (c) be more

physically attractive, (d) have fewer clothing prob-

The extent that person [x] feels that

Multilevel Models for Multimethod Measurements

lems, (e) suffer less social stigma, (f) be less anx-

ious in social situations, and (g) feel less depressed.

The response range [R] is defined on a 7-point scale

ranging from 1 (not really at all) to 7 (very much

indeed). In facet design, the facet structure is often

verbalized by a mapping sentence, which describes

the observations in one or more ordinary sentences.

Figure 19.1 presents a mapping sentence for the

reasons for attending weight-reduction classes.

In this facet design the first facet (source) refers

to the source of the belief, and the second facet

(reason) refers to a specific consequence of losing

weight. A facet design such as the one described

can be used to generate questionnaire items. The

[X] facet points to a specific target population of

individuals. The source facet has four elements, the

reason facet has seven, which defines 4 x 7 = 28

questions. For example, combining the first ele-

ments of the source and reason facets leads to the

survey question, "Did your own experience lead

Source

her own experience

her husband

her doctor

the media

led her to believe

that she would

if she lost weight, is rated as

Reason

feel healthier

feel fitter

be more physically attractive

have fewer clothing problems

suffer less social stigma

be less anxious in social situations

feel less depressed

Response

not really at all

not very much

to a slight degree

—> to a fair degree

quite a lot

very much

very much indeed

FIGURE 19.1. Mapping sentence for attending weight-loss classes.
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you to believe that your health would improve if

you lost weight?" (Gough, 1985, p. 257).

A facet design for a set of questions is a defini-

tion that should not be judged in terms of right or

wrong, but whether it leads to productive research.

Facet design contains no general guidelines to

determine the need for specific facets; rather, it

clearly assumes that we already have a good notion

of the empirical domain under investigation.

ANALYSIS OF FACET DATA

Facet design is part of a more general approach called

facet theory, which uses the facet structure to gener-

ate hypotheses about similarities between items. Facet

theory relies almost exclusively on producing low-

dimensional geometric representations of the data,

which are then interpreted in terms of the properties

of the denning facets (cf. Borg & Shye, 1995). Other

approaches include confirmatory factor analysis (cf.

Mellenbergh, Kelderman, Stijlen, & Zondag, 1979). A

problem with both types of approaches is that the

analysis focuses on similarities between items and

attempts to relate characteristics of the facet design to

these similarities. However, as Borg (1994) explained,

the relationship between characteristics of the facet

design and the geometric ordering of the ensuing

items is weak at best. This can be illustrated with the

idea of a confirmatory factor analysis of the reasons

for losing weight design. We have a source facet with

four levels and a motivation facet with seven levels.

Do we predict 4 + 7 = 11 factors, or do we predict 4 X

7 = 28 factors? Or should we assume that the facet

design merely ensures the content validity of a one-

dimensional instrument?

A classical reliability analysis of a (simulated)

data set for 50 respondents responding to the 28

items generated by Cough's (1985) facet design pro-

duces a reliability coefficient (alpha) of 0.93. This is

very high, but not unusual with facet data, because

facet designs tend to produce items that are very

similar in content and wording. A factor analysis

(principal factors, eigenvalue >1, promax rotation)

produces seven factors: four factors that are mostly

based on the source facet, and three subsequent fac-

tors that are not readily interpretable.

Multilevel modeling of facet data takes a different

viewpoint. The responses on the common response

range are viewed as observations of what occurs when

a specific person encounters a specific item. The goal

of the multilevel analysis is to determine which item

and person characteristics (as defined by the facet

design) predict the outcome of this encounter. If all

respondents respond to all items, a facet design pro-

duces cross-classified data, which can be handled by

standard analysis methods such as ANOVA. However,

a large-facet design generates too many items to

include them all in a single instrument. Older research

(cf. Borg & Shye, 1995) typically solved this problem

by taking a subsample from all possible items. How-

ever, modern computer-assisted data collection meth-

ods make it easy to present a different sample of

questions to each respondent. In this case, the facet

design produces multilevel data, with items nested

within respondents, with the response as the outcome

variable and person and item characteristics as predic-

tors. The item characteristics are predictors at the low-

est (item) level, and the person characteristics are

predictors at the person level.

A multilevel analysis of the reasons for weight-

loss design requires that both the categorical source

and motives facets be expressed as dummy vari-

ables. A multilevel analysis involving only these

item characteristics shows that only the effects of

the source dummies vary significantly across

respondents; the effects of the motive dummies

have no random variation at the respondent level.

For the final model it is convenient to include all

four source dummy variables in the regression

equation so we can model the (co)variances of all

regression coefficients of the source facet. There-

fore, the intercept is no longer part of the equation.

The seven motive elements are still represented by

the usual set of 7 - 1 = 6 dummy variables. The

final model is expressed in Equation (5):

y. = 7,5,, + 72S2ij + 7 A, + 7A9 + 7sMlg + y6M2ij

, . .. ,. ..\] 2j 3; 4j
(5)
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where Sx to S4 are dummy variables that indicate

the four elements of the source facet, and MT to M6

are dummy variables that represent the six elements

of the motivation facet. The variances a to CT ofu4

the person-level residual error terms up u2, uy and

u4 are significant (using a likelihood-ratio test; see

Hox, 2002), which indicates that there is significant

slope variation across persons for the source's (1)

own experience, (2) husband, (3) doctor, and (4)

media. The variances of the regression slopes for

the motivation dummies are not in the model

because they were not significant, which means that

there is no individual variation in the impact of the

motivation facet.

This multilevel analysis produces several inter-

esting estimates. Table 19.1 presents the regression

coefficients and the variances for this model. The

regression slopes for the item characteristics express

overall differences between the item means related

to the item content. The (significant) variances of

the regression slopes for the predictors belonging to

the source facet express differences between respon-

dents in their sensitivity to item content coming

from specific sources. The software HLM (Rauden-

bush, Bryk, Cheong, & Congdon, 2000) calculates

reliability estimates for the random slopes (when

using other software these must be hand calculated

using formulas presented in Raudenbush & Bryk,

2002). The reliability estimates for the slope varia-

tion of si, s2, s3, and s4 are 0,84, 0.83, 0.84, and

0.87, respectively. This means that variations in sen-

sitivity to reasons originating from different sources

can be measured with sufficient precision.

The slopes of doctor and media and of self and

husband correlate strongly (0.93 and 0.89, respec-

tively), but the other slopes are relatively independ-

ent (correlations lower than 0.61). If we need to

use these measurements in a different context, we

can estimate residuals or posterior means for the

slopes. These are estimates of the slopes for the

individual respondents. This is especially conven-

ient if we want to use the slope estimates as predic-

Multilevel Analysis of Reasons for Attending Weight-Reduction Classes

Model: Only item characteristics

Regression slopes

Predictor

Self

Husband

Doctor

Media

Health

Fitness

Attract.

Clothing

Stigma

Anxious

Age*Self

Age'Husband

Age* Doctor

Age*Media

slope (s.e.)

3.31 (.11)

3.42 (.10)

3.30 (.11)

2.91 (.12)

0.96 (.07)

1.38 (.07)

1.76 (.07)

0.70 (.07)

0.24 (.07)

0.35 (.07)

—

—

—

—

P
.00
.00
.00
.00
.00

.00

.00

.00

.00

.00

Variances

Self

Husband

Doctor

Media

0.39 303

0.36 281

0.40 308

0.51 381

0.53 —

) P

.00

.00

.00

.00

Model: Item characteristics + age of respondent

Regression slopes

slope

3.31 (

3.42 (

3.30 (

2.91 (

0.96 (

1.38(

1.76(

0.70 (

0.24 (

0.35 (

0.03 (

0.02 (

-.02 (

-.02 (

f «H

0.31

0.31

0.36

0.44

0.52

(s.e.)

.11)

.10)

.10)

.11)

.07)

.07)

.07)

.07)

.07)

.07)

.01)

.01)

.01)

.01)

— 48

235
249
278
320

P
.00

.00

.00

.00

.00

.00

.00

.00

.00

.00

.00

.01

.01

.00

) P

.00

.00

.00

.00
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tors of person characteristics in a different analysis.

If we want to predict the slopes on the basis of per-

son characteristics, a better strategy would be to

include these as person-level predictors in the

analysis. In addition to the item characteristics, we

have the person-level variable "age." Because there

are four slopes that vary across persons, we can use

the respondents' age to predict these four slopes.

Age is entered into the analysis centered on its

grand mean; the model is presented in Equation (6):

Y.. = y.S... + y.S,.. 4- y 5 .. + y 5.. + vM... + y,M,..
il ' 1 ly '2 2y ' 3 3y ' 4 4y '5 lij > 6 2y

+y 7 A/,.. + 7,M... + yQM,.. + y.n M,.. f f -^
' 1 3y '8 4y '9 5ij ' 10 6ij {Q)

+y,|5 Age. + Y2,S Age + y, S .Age

"r / o ..AQQ . ~r u.. i u.. i u i u.. i e...
I 41 4y * j \j 2j 3; 4j ij

The estimates are presented in Table 19.1 next to

the estimates of the previous model. The effects of

age are not the same on all slopes. Sensitivity to

reasons coming from the respondent herself and her

husband increases with age, and sensitivity to rea-

sons coming from the doctor or the media

decreases with age.

In the example given, the facets are characteristics

of the questions, which is how facet design is com-

monly used. However, the facet approach is very gen-

eral and can be extended, for instance, by expanding

the person facet, denoted by [X] in Figure 19.1, to

include explicit definitions of important respondent

characteristics. In addition, it is also possible to extend

the response range by defining facets and elements for

the responses. This is useful if there are multivariate

outcomes or if the response range is assessed by mul-

tiple persons such as independent raters. Analyzing

facet data with multiple responses requires a multi-

level model for multivariate outcomes, which is set up

using a separate level for the multiple 130 outcome

variables (Hox, 2002). The multilevel model used is

similar to the model used for contextual measure-

ment, a subject taken up in the next section.

MEASURING CONTEXTUAL

CHARACTERISTICS

The term multilevel refers to a hierarchical data

structure that often consists of individuals nested

within some social context, for example, individu-

als within families or in organizational contexts

such as pupils in school classes. Individual outcome

variables are viewed as influenced by both individ-

ual characteristics and characteristics of the higher-

level units. In this perspective, measuring

characteristics of these contexts is an important

activity. Some of these characteristics may be meas-

ured directly at their natural level; for example, at

the school level we can directly assess school size

and school religious affiliation, and at the pupil

level, intelligence and school success. In addition,

we may move variables from one level to another,

for instance, by aggregation. Aggregation means

that the variables at a lower level are moved to a

higher level, as is the case when the school mean of

the pupils' intelligence scores are computed.

If the research interest is in the characteristics of

the context, an approach often taken is to let sub-

jects rate various characteristics of the context. In

this case we are not necessarily interested in the

subjects; they are just used as informants to judge

the context. Such situations may arise in educa-

tional research where pupils may rate school char-

acteristics such as school climate, or in health

research where patients may be asked to express

their satisfaction with their general practitioner, or

community research where samples from different

neighborhoods evaluate various aspects of the

neighborhood in which they live. In these cases, we

may use individual characteristics to control for

possible measurement bias, but the main interest is

in measuring some aspect of the higher-level unit

(cf. Paterson, 1998; Raudenbush & Sampson, 1999;

Sampson, Raudenbush, & Earls, 1997).

A simple example can be found in data from an

educational research study by Kruger (1994) that

was analyzed in more detail by Hox (2002). As part

of the study, small samples of pupils from 96

schools rated their school principal on six items

using 7-point rating scales to determine whether the

principal had a people-oriented approach toward

leadership. Ratings were available from 854 pupils

in 96 schools; 48 of these schools had a male and 48

a female school principal. Cronbach's alpha for

these six items is 0.80, a finding that is commonly

considered sufficient (Nunnally & Bernstein, 1994).
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However, this reliability estimate is difficult to inter-

pret because it is based on a mixture of school-level

and pupil-level variance. Because all judgments

from the same school are ratings of the same school

principal, within-school variance does not provide

us with information about the school principal.

From the measurement point of view, we want to

concentrate only on the between-schools variance.

Reliability and Multilevel Measurement
Raudenbush, Rowan, and Rang (1991) discussed

the issues involved in multilevel measurement. One

convenient way to model data such as these is to

use a three-level model, with separate levels for the

items, the pupils, and the schools. Using a model

with no explanatory variables except the intercept,

the variance between items is decomposed into

variance components at the item, pupil, and school

level. This model can be presented as

(7)

where /000 is the intercept term, and the subscript h

refers to items, i to pupils, and j to schools. The

variance components of items, pupils, and schools

are 0.845, 0.341 and 0.179, respectively.

The variance component a2
item can be interpreted as

an estimate of the variation that is due to item

inconsistency, a2
 u ., as an estimate of the variation

of the mean item score between different pupils

within the same school, and CT2
sch()o) as an estimate

of the variation of the mean item score between dif-

ferent schools. The item level exists only to produce

an estimate of the variance that is due to item

inconsistency. The error variance in the mean of p

items equals CT2
e= <72

j(em/p, which for the example

data equals 0.141.

The pupil-level internal consistency is given by

apupil ~ °"2 u iA0^ u il+ ^itm/P)' For OUT example,

data a u n is 0.71 and reflects the consistency in the

item scores from different pupils in the same

schools. The internal consistency coefficient of 0.71

indicates that this variability is not random error,

but that it is systematic. It could be systematic

error, for instance, response bias such as a halo

effect in the judgments made by the pupils, or it

could be based on different experiences of pupils

with the same principal. This could be explored

further by adding pupil characteristics to the

model. The school-level internal consistency can be

calculated by (Raudenbush et al., 1991, p. 312)

chool

2

school
,

school
,

pupil
a }ln\. (8)

// ; /

In Equation (8), p is again the number of items in

the scale, and n. is the number of pupils in school j.

Because the number of pupils varies across schools,

the school-level variability also varies. An indica-

tion of the average reliability can be calculated by

using Equation (8) with the mean number of pupils

for n.. In our example, on average 8.9 pupils per

school provided judgments, and the school-level

internal consistency is otschoo( = 0.77. The school-

level internal consistency coefficient indicates that

the school principal's leadership style is measured

with reasonable consistency.

The school-level internal consistency depends

on four factors: the number of items in the scale,

the mean correlation between the items on the

school level, the number of pupils sampled in the

schools, and the intraclass correlation at the school

level. The school-level reliability as a function of

these quantities can be determined by

a
school

(9)

where r is the mean item intercorrelation at

the school level, which can be estimated using

the variances in the intercept-only model by

7 = a2 , /(C72 ., + a2 }. The relationship between
pupil I \ pupil item ] r

Equation (8) and Equation (9), based on the

Spearman-Brown formula, is explained by Rauden-

bush et al. (1991).

Equation (9) shows that the internal consistency

reliability can be improved not only by including

more items in the scale, but also by sampling a

larger number of pupils in each school. Rauden-

bush et al. (1991) demonstrated that increasing the

number of pupils making judgments per school

increases the school-level reliability faster than
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increasing the number of items in the scale. Even

with a low interitem correlation and a low intra-

class correlation, increasing the number of pupils to

infinity will in the end produce a reliability equal to

one, whereas increasing the number of items to

infinity generally will not.

If we want to predict the evaluation scores of the

school principal using school-level variables (e.g.,

the experience or gender of the school principal or

type of school), we can simply include these vari-

ables as explanatory variables in the multilevel

model. We can also estimate the school principals'

evaluation scores using the school-level residuals.

We can add pupil-level explanatory variables to the

model, which would lead to evaluation scores that

are conditional on the pupil-level variables. This

can be used to correct the evaluation scores for

inequalities in the composition of the pupil popula-

tion across schools.

Multivariate Multilevel Measurement
Raudenbush et al. (1991) extended the measure-

ment model by combining items from several dif-

ferent scales in one analysis. The constant in the

multilevel model is then replaced by a set of

dummy variables that indicate to which scale each

item belongs. This is similar to a confirmative fac-

tor analysis, but with the restriction that the load-

ings of all items that belong to the same scale are

equal and that there is one common error vari-

ance. These are strong restrictions, and multilevel

structural equation modeling (Hox, 2002) is both

more flexible and less restrictive. However, multi-

level structural equation modeling does not model

raw scores; it is based on simultaneous analysis of

a person-level and a group-level covariance

matrix. Therefore, it does not produce estimated

scores on the latent variables. Consider the fol-

lowing example of combining individual-level and

group-level information. Assume we ask pupils in

100 classes to rate their teacher using the seman-

tic differential method (Hoyle et al., 2002). In the

semantic differential method, three factors—"eval-

uation," "activity", and "potency"—are assumed

to underlie a set of bipolar rating scales. In our

example, each teacher is rated by the students on

a set of three items each for evaluation, activity,

and potency. In addition, the teachers rate them-

selves on the same set of nine items, using the

same bipolar rating scale that runs from -4 to +4.

This creates a multitrait-multimethod structure

where the three semantic differential factors are

the traits, and the teacher and students are the

measurement methods. In addition, we have

multiple raters for the student ratings with

generally a different number of student raters for

each teacher.

The resulting data can be viewed as a multilevel

structure, with nine items varying on both the pupil

level and the teacher level, and nine items varying

only on the teacher level. One convenient way to

model data such as these is to use a multivariate

multilevel model with separate levels for the items,

the pupils, and the schools. At the lowest level we

have 18 items, which refer to three semantic differ-

ential scales for the pupils and three for the teach-

ers. Thus, we create 6 dummy variables, d r (dir to

d6i) to indicate the 3 scales x 2 types of raters,

exclude the regression coefficient for the intercept

from the model, but keep the lowest level variance

term to estimate the residual variance among the 18

items. Hence, at the lowest level we have

/ , .. — /I*. ..{/»,.. i / fc~ ..t*~ ..
"?/ 1'7 ''7 ^'7 ^-U

At the pupil level we have

n . =[3pa r-p

, . . . . . . , . .
by bi} fly

. (10)

(11)

and at the class/teacher level (the third level in the

multivariate model), we have

B =y +u .." ' (12)

By substitution, we obtain the single equation version

y =v d..+ Y.d... + ... + j.d...
hi] I \ lij * 2 2ij '6 6y

+u. ..d... + M, ..d,.. + ... + u...d,.. (13)
\ij \ij 2.1] li] by bij

... + u, .d,.. + e....
6j f>l] hi]

276



Multilevel Models/or Multimethod Measurements

The model described by Equation (13) provides us

with estimates of the six scale means and of their

variances and covariances at the pupil and class

level. Because we are mostly interested in the vari-

ances and covariances in this application, RML esti-

mation is preferred to FML estimation. Table 19.2

presents the RML estimates of the covariances and

the corresponding correlations at the pupil level

and at the school level.

Table 19.2 shows that most of the variance is

between classes. The variances and covariances at

the class level are important for inspecting the con-

vergent and discriminant validity of the measures.

In fact, at the class level we have a multitrait-multi-

method matrix that consists of three traits and two

methods. The pairwise correlations between the

three methods measured both through pupils and

teachers is the validity diagonal. The correlations of

Covariances and Correlations of the Semantic

Differential Scales at the Pupil and Class Level

(Simulated Data)"

Covariances and correlations at the pupil level

1 Eval. pup.
2 Act. pup.
3 Pot. pup.
4 Eval tch.
5 Act. tch.
6 Pot. tch.

1

.377

.007

-.013

—

—

—

2

.02

.372

-.006

—

—

—

3 4

.04 —

-.02 —

.372 —
— —

— —

— —

5 6

— —
— —

— —
— —

— —

— —

Covariances and correlations at the class level

1 Eval. pup.
2 Act. pup.
3 Pot. pup.
4 Eval tch.
5 Act. tch.
6 Pot. tch.

1

.269

.069

.004

.441

.090

-.020

2

.29

.211

.061

.128

.378

.028

3

.01

.23

.339
-.007

.145

.401

4

.66

.22

-.01

1.671

.269

.134

5

.14

.64

.20

.16

1.633
.136

6

-.04

.06

.64

.10

.10

1.167

Note. In both the upper and lower halves of the table, the
entries in boldface italics in the upper diagonals are the
correlations, eval. = evaluation; pup. = pupil; act. =
activity; pot. = potential; tch. = teacher.
"Item level variance is 0.921.

0.64-0.66 indicate a substantial convergent validity

for these measures.

GENERALIZABILITY THEORY

The central issue in Generalizability (G) theory

(Cronbach, Gleser, Nanda, & Rajaratnam, 1972) is

the generalization from a sample of measurements

to a universe of possible measurements. This uni-

verse is defined in terms of measurement conditions

from which the observed measurements are a ran-

dom sample. The question to be answered is how

well measures taken in one condition can be gener-

alized to other conditions. In other words, how well

the observed scores correspond to the average

scores acquired under all possible conditions. In the

classical true score model, observed scores consist

of two components, a systematic component called

the true score and a random error component. The

reliability is then defined as the correlation between

the observed and the true scores and all possible

observed scores on this particular test. In generaliz-

ability theory, the variance of the measurements is

divided into several different variance components.

The generalizability coefficient based on this parti-

tion is defined analogous to the reliability coeffi-

cient: the true variance divided by the expected

observed-score variance (Shavelson & Webb,

1991). The variance partition in generalizability

theory requires a clear description of all relevant

measurement conditions. These conditions are

called facets (the terminology is similar to facet the-

ory, where the facets refer mostly to question for-

mats, whereas in generalizability theory they refer

mostly to measurement conditions). In the simplest

case, there is only one facet. For instance, when

students take a test consisting of 20 multiple-choice

items at the end of a course, the examiner is not

interested in the answers on these particular 20

items, but in the students' knowledge of the whole

course content. From this perspective, the 20 items

are a sample of all possible items. The items are the

facet of the measurement. When all students

answer the same 20 items, the design is crossed.

This means that all students have the same condi-

tions (items). When all students answer different
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items, the design is nested. Then, all students have

different conditions.

Assume that the 20 items of the foregoing exam-

ple are not multiple-choice items, but behavioral

observations. When these observations are coded by

trained judges, the design becomes a two-facet

design. The observations are the first facet and the

judges the second facet. In this case we must gener-

alize over both observations and judges to obtain an

estimate of the true score we are interested in.

One-Facet Crossed Design
To illustrate a one-facet crossed design, we created

an example that assesses eight persons' responses

on four multiple-choice items, and the data are in

Table 19.3.

The person scores on the items are decomposed

into four parts:

(14)

where X . is the score of person p on item i; JJL is the

grand mean, the expectation over persons and

items; (JJL - Ll) is the person effect, the expectation

of the persons' score over items; (^ - Ll) is the item

effect, the expectation of the item difficulty over

persons; and (X . - Ll - Lli + Ll) is the residual,

which includes both the interaction effect between

items and persons and all error components. These

two effects cannot be distinguished because we

have only one observation for each person-item

combination.

Each effect in Equation (14), except the grand

mean, has a distribution with a mean of zero and a

nonzero variance (Shavelson & Webb, 1991). Stan-

dard AN OVA estimates the mean squares as MS m

* 0.268, MSj(em = 0.375, and MSreiidual = 0.232. The

variance components are calculated from these

mean squares (Shavelson & Webb, 1991):

C72 .. = MS
residual n ;idual

item residual '

d2=(MS -a2 .. . ) /« .
p ^- person residual ' i

(15)

(16)
^ '

(17)

Item Score Results of Eight People on Four Items

Item

Person

1
2

3

4

5

6

7

8

0

0

0

1

0

0
1

1

0

1
0

0

1
0

0

1

1
0

1
0

1
1
1
0

1
1
0

1
1
0
1
0

The variance components area2 = 0.009, of = 0.018,

and O2
res.dml = 0.232, which account for 3%, 7%,

and 90% of the variance, respectively.

The variance components themselves are

unstandardized; therefore, the interpretation uses

the percentages. Three percent of the variance is

associated with persons, 7% with items, and the

remainder with the interaction and error.

The generalizability coefficient (G coefficient) for

the preceding example depends on the decisions one

wants to make (Shavelson & Webb, 1991). For relative

decisions, only the variance component of the interac-

tion between persons and items contributes to die

measurement error. When the variance component is

large, this means that the relative position of persons is

different for the different items. Because all persons

answer die same items, the item variance doesn't influ-

ence the relative position. In contrast, for absolute

decisions, both the item variance and the variance of

the interaction are important. In our example, the for-

mulas for the estimated error variances are

i2 /_ . residual

Abs ~ n n

_. residual

(18)

(19)
n.

where n{ is the number of items. Calculating the

error variances yield 0.06 for both the relative vari-
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ance and the absolute variance (the estimates are

equal due to rounding). The formula for the G coef-

ficient for relative decisions is

G — coefficient = • (20)

The calculated G coefficient is 0.134. The interpre-

tation of this coefficient is analogous to the inter-

pretation of the reliability coefficient in classical test

theory. Because of the simple data set used, we

refrain from further interpretation.

The reliability-like index of dependability for

absolute decisions is formulated as

dependability =
(a2 + a3.. )'v D Ahs'

(21)

For this example the calculated index is 0.125. The

interpretation of this coefficient is not exactly the

same as the interpretation of the G coefficient, but

broadly speaking it has the same function. In both

cases, the generalizability coefficient indicates to

what extent the measurements converge across spe-

cific method facets, including possible interaction

effects. The decision across which method effects

we need to generalize (which leads to different gen-

eralizability coefficients) remains, of course, with

the researcher.

One-Facet Nested Design
To describe the one-facet nested design, we cre-

ated sample data for the responses of eight peo-

ple to 16 multiple-choice items. These data are

shown in Table 19.4.

The person scores on the items are decomposed

into three parts:

(22)

where X is the score of person p on item i; /I is the

grand mean; (/I - JJL) is the person effect; and (X . -

jU ) is the residual. There is no separate term for the

item effect. Because all students have answered dif-

ferent items, the item effect cannot be estimated,

and the item effect becomes part of the residual.

Each effect in Equation (22), except the grand

mean, has a distribution with a mean of zero and a

variance. The ANOVA estimates (people are ran-

dom, items not) are MSpmon = 0.348 and MSKsidual =

0.188, and the calculated variance components (see

Equations [15] and [17]) are ̂ ^ = 0.080and1 p

a1 ., = 0.188. Thus, 30% of the variance is
residual *

associated with the people, the remainder with the

items, the interaction, and error.

Two-Facet Designs
An example of a two-facet design is a design in

which students complete assignments that are

Item Score Results of Eight People on 16 Multiple-Choice Items

Item

Person 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1
2

3

4

5

6

7

0 0

0 1

1 0

0 0

1 1

1 1

0 0

1 0
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each graded by a different judge. When all stu-

dents complete all assignments, and each judge

evaluates one of the assignments, we have a two-

facet crossed design. If we want to assign a single

grade to the students, this constitutes a design

with one trait and multiple methods (i.e. the

cross-classification of assignments and judges).

In this design, the person scores are decomposed

into seven parts: the grand mean, the effects from

students, assignments, and judges, and all the

two-way interaction terms. The three-way inter-

action and the error components cannot be dis-

tinguished. When all students complete different

assignments evaluated by different judges, we

have a two-facet nested design. In practice, many

designs are partly nested. For instance, all stu-

dents complete the same assignments evaluated

by different judges, or each student completes

his/her assignments, which are then evaluated by

all judges, but the subset of assignments com-

pleted is different for each combination of stu-

dents and judges. For an elaborated description,

we refer to Shavelson and Webb (1991).

Multilevel Models for Generalizability
Analysis
Generalizability theory can be viewed as a special

case of multilevel analysis. In the one-facet nested

design, the nesting structure is clear: The items are

nested in the persons. In the one-facet crossed design,

the nesting structure is arbitrary: Items can be seen as

nested in persons or persons nested in items. Both

specifications lead to the same results. Because of the

analogy with the nested design, we will use the speci-

fication structure of items in persons. In a two-facet

design, the structure is more complicated because of

the large number of interaction effects. Although it

can be specified as a cross-classified multilevel model

(Goldstein, 1995), current software cannot analyze

data of a realistic size and complexity.

The specification of a one-facet nested design is

straightforward. An intercept-only model is speci-

fied with two levels. At the lowest level we obtain a

direct estimate of the residual variance and at the

second level, a direct estimate of the person-level

variance. These estimates are exactly the same as

the variance components estimated before.

The one-facet crossed design, where all people

respond to all items, is specified as a three-level

intercept-only model. Although the analysis is set

up using three separate levels, it should be clear

that conceptually we have two levels, items nested

in persons. The lowest level is added to estimate

the residual variance; the item and person levels are

"dummy" levels with only one unit that covers the

entire data set (cf. Hox, 2002). At the lowest level

the items are represented by a full set of dummy

variables. The fixed coefficients of these dummies

are excluded from the model, but their slopes are

allowed to vary at the second (item) "dummy"

level. The covariances between these dummy vari-

ables are all constrained to zero, and their variances

are all constrained to be equal. Thus, we estimate

one variance component for the items. The specifi-

cation of the third (the person) level is similar. At

the lowest level we obtain a direct estimate of the

residual variance, at the second level the item vari-

ance is estimated, and at the third level the person

variance. The estimates are exactly the same as the

variance components estimated with ANOVA.

Because the software specification for the multilevel

approach requires as many dummy variables as

there are subjects in the data set, it is clear that

data of a realistic size and complexity pose severe

difficulties.

A special case of crossed facet designs is the situa-

tion in which people only partially respond to the

same items (see Table 19.5, as a special case of Table

19.4). Analyzing these data as a crossed design with

the ANOVA approach is not feasible because of the

empty cells in the observed data set. Multilevel analy-

sis of these data is straightforward. Following the

same procedure as described for the one-facet crossed

design, estimates for the variance components for the

items, persons, and residual are obtained.

The variance components are estimated

as<r2=0.006,(72=0.019 ,and<r2 , =0.239.
p i residual

Two percent of the variance is associated with

persons, 7% with items, and the remainder with the

interaction and error.
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Item Scores of Eight Respondents on Four

Multiple-Choice Items With Incomplete Data

Item

Person

1
2

3

4

5

6

7

8

0

0 1

0

1 0

1

0

0
1

0

0

0

0
1
1
1
0

1

1

1
0
1
0

CONCLUSIONS

Multilevel models can be especially useful when

measures are constructed according to a logic that

confers specific characteristics to the measures. We

discuss facet design as an example, but other sys-

tematic question construction approaches result in

similar data. If the measures can be assigned values

on specific variables, multilevel models can be used

to analyze the effect of both person and question

characteristics on the responses. For those question

characteristics whose effects vary across persons,

residuals or posterior means can be assigned to peo-

ple as scores on these characteristics. A second area

where multilevel models are useful for measure-

ment is when contextual characteristics must be

assessed. We discuss the example of pupils rating

the school principal. Various multilevel models can

be used to assess the reliability and validity of such

ratings at specific levels of the hierarchy. Multilevel

modeling is useful in generalizability theory only if

the design results in mostly nested data sets; data

sets with a large number of crossed facets lead to

large cross-classified data sets that current multi-

level software does not handle well.

The measurement procedures outlined earlier

are based on classical test theory, which means that

they assume continuous multivariate normal out-

comes. Most test items are categorical. If the items

are dichotomous, we can use logistic multilevel

modeling. If there are two levels, the item level and

the person level, multilevel logistic regression is

equivalent to a Rasch model (Andrich, 1988; Kamata,

2001; Rost & Walter, chap. 18, this volume).

A nice feature of using multilevel models for

measurement scales is that it automatically accom-

modates incomplete data. If some of the item scores

for some of the pupils are missing, this is compen-

sated for in the model. The model results and esti-

mated residuals or posterior means are the correct

ones under the assumption that the data are miss-

ing at random (MAR). This is a weaker assumption

than the missing completely at random (MCAR)

assumption required by simpler methods, such as

using only complete cases or replacing missing

items by the mean of the observed items. The MAR

assumption requires that the missing data are miss-

ing completely at random, conditional on the avail-

able observed data. Because items typically correlate

strongly, the assumption that, conditional on the

available item scores, any missed items are missing

completely at random is reasonable. An interesting

application is to assign different subsets of items to

different subsets of persons by design. In this case,

the missing data can be defined as MCAR, and mul-

tilevel analysis provides a straightforward method

to estimate the individuals' scores as the person-

level residuals or posterior means for the intercept.

The typical estimates in multilevel modeling are

empirical Bayes estimates, shrunken toward the

overall mean, which are equivalent to the true score

in classical test theory (cf. Lord & Novick, 1968;

Nunnally & Bernstein, 1994).
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STRUCTURAL EQUATION MODELS FOR
MULTITRAIT-MULTIMETHOD DATA

Michael Eid, Tanja Lischetzke, and Fridtjof W. Nussbeck

Models of confirmatory factor analysis (CFA) or

structural equation modeling (SEM) have generally

become the most often applied methodological

approaches besides Campbell and Fiske's traditional

approach of inspecting correlation matrices (e.g.,

Eid, 2000; Eid, Lischetzke, Nussbeck, & Trier-

weiler, 2003; Kenny, 1976, 1979; Marsh, 1989;

Marsh & Grayson, 1995; Saris & van Meurs, 1991;

Widaman, 1985). This is mainly due to the fact that

SEM is an approach that tries to explain the correla-

tions and covariances of variables by a set of under-

lying latent variables (factors). Hence, the

multitrait-multimethod (MTMM) matrix proposed

by Campbell and Fiske (1959) can be taken as

input for more complex analyses by SEM. In con-

trast to Campbell and Fiske's approach, SEM has

several advantages. First, SEM makes it possible to

separate unsystematic measurement error from sys-

tematic individual differences that are due to trait

and method effects. Second, measurement models

for trait as well as method factors can be defined.

This makes it possible to relate the latent trait and

method variables to other latent variables. This is

particularly important if one wants to explain trait

and method effects by other variables. Third, SEM

allows an empirical testing of the assumptions on

which a model is based. Consequently, many

hypotheses about the structure of trait and method

effects can be tested.

The aim of this chapter is to illustrate these

advantages by presenting several MTMM models

that have been defined in the framework of SEM. In

the first part of the chapter, we will discuss models

that have been developed to analyze an MTMM

matrix with the typical structure described by

Campbell and Fiske (1959) and Schmitt (chap. 2,

this volume). An important characteristic of this

first type of MTMM models is that there is only one

indicator for each trait-method unit. The major

limitation of these single-indicator MTMM models

is that unsystematic measurement error and system-

atic method-specific influences can be separated

only if strong assumptions are fulfilled. The second

part of the chapter shows how this limitation can

be circumvented by selecting several indicators for

each trait-method unit (multiple-indicator models).

Over the last years, many structural equation

models for MTMM data have been proposed.

Widaman (1985), for example, developed a taxon-

omy of 16 models of CFA for analyzing MTMM

data with t traits and m methods by crossing four

different types of trait structures (no trait factor,

general trait factor, t orthogonal trait factors, t

oblique trait factors) with four different types of

method structures (no method factor, general

method factor, m orthogonal method factors, m

oblique method factors). In addition to the models

covered by Widaman, several other CFA-based

approaches have been developed (Eid, 2000; Eid et

al, 2003; Kenny & Kashy, 1992; Marsh, 1993b;

Marsh & Hocevar, 1988). Moreover, models for

analyzing MTMM data have been defined in the

frameworks of other methodological traditions such

as variance component models (e.g., Millsap,

1995b; Wothke, 1995, 1996) or multiplicative cor-

relation models (Browne, 1984; Dudgeon, 1994;
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Wothke & Browne, 1990), which imply special

CFA models (Dumenci, 2000). In this chapter we

will not present all MTMM models that have been

developed in the CFA framework. We will concen-

trate on those models that are most often applied

and discuss their strengths and weaknesses. More-

over, we assume that all variables are centered

(deviations from the mean), which means that we

focus on covariance structures and do not deal with

mean structures.

SINGLE-INDICATOR MODELS

The starting point of single-indicator models is the

classical MTMM matrix. However, because models

of SEM are covariance structure models and the

covariance matrix is more informative, SEM of

MTMM data is based on the MTMM covariance

matrix, not on the correlation matrix (for problems

analyzing correlation matrices with SEM, see Cud-

eck, 1989). In single-indicator models there is one

indicator (observed variable) Y.k for each combina-

tion of a trait j and a method k. These observed

variables are decomposed in different ways. We will

describe five models that are built on different

assumptions: (a) the correlated trait model, (b) the

correlated trait/correlated uniqueness model, (c) the

correlated trait/uncorrelated method model, (d) the

correlated trait/correlated method model, and the

(e) correlated trait/correlated method (M-l) model.

The Correlated Trait Model

The correlated trait (CT) model is the simplest

model. It assumes that each observed variable Y.fe

can be decomposed into a common trait variable T,

and a residual E.h. This model is depicted in

Figure 20. la for three trait variables (fear, anger,

and sadness) measured each by three methods (self,

friend, and acquaintance). The latent trait variable

is the common factor of all observed variables that

are appropriate for measuring the trait. The correla-

tions between the different trait variables indicate

discriminant validity. The variance of an observed

variable that is explained by the trait variable indi-

cates convergent validity or consistency, which is

the degree of variance that is due to the common

trait variable. The variance of the residual is the

unexplained variance that is due to measurement

error or method-specific influences. The consis-

tency coefficient equals the reliability coefficient of

classical test theory if there are no systematic

method effects and only measurement error influ-

ences. If the residual variable also covers method

effects, these method effects do not generalize

across traits because the residual variables are

assumed to be uncorrelated between traits. This

assumption will be violated and the model will not

be appropriate if there are systematic method

effects, which is the case, for example, when the

friend of one target person consistently overesti-

mates the target's fear, anger, and sadness, whereas

the friend of another target person consistently

underestimates his or her standing on these traits.

In this case one would expect a correlation of the

residuals belonging to the method friend report. If

method effects and error influences are present and

the CT model fits the data, the consistency coeffi-

cient will be a lower bound for the reliability coef-

ficient, and the unreliability coefficient (the degree

of variance that is explained by the residuals) will

be the upper bound for method-specific effects.

However, it is important to note that even if the

model fits the data perfectly, it cannot be deter-

mined whether there are method-specific effects in

addition to measurement error because the two

sources of variance are confounded. The CT model

is a rather restrictive model for multimethod

research because it assumes that method effects do

not generalize across traits. Because correlated

method effects can be expected in most applica-

tions in psychology, this model is usually too

restrictive. The model might be appropriate, how-

ever, if only one trait is considered and the differ-

ent methods are randomly chosen raters from a

group of possible raters. For example, when con-

ducting an evaluation of teachers based on the rat-

ings of three students randomly selected from one

class of each teacher, the CT model with one trait

can be applied. In this case, a one-factor model

explains the consistency in the students' ratings.

With only one trait, systematic method effects

across traits are not of interest.
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Methods £•
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FR

(a)CT Model
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(c) CTUM Model
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Methods (b)CTCU Model

SR

Traits

Fear

Anger

Methods

SR

FR

(d) CTC(M-l) Model

Sadness AR

Traits

Fear

Anger

Sadness

FIGURE 20.1. Single-indicator MTMM models, (a) CT model: correlated trait model; (b) CTCU model: corre-

lated trait/correlated uniqueness model; (c) CTUM model: correlated trait/uncorrelated method model; and (d)

CTC(M-l) model: correlated trait/correlated method model with one method factor less than methods consid-

ered. Yk: observed variable, j: trait, k: method; T: trait factor, Mk: method factor; E.fc: error variable; A^, A^:

factor loadings. Factor loadings are only depicted for one path for each kind of factor, but they are estimated for

all variables. SR = self-report; FR = friend report; AR = acquaintance report.

The Correlated Trait/Correlated

Uniqueness Model

The correlated trait/correlated uniqueness (CTCU)

model is an extension of the correlated trait model

that allows generalization of methods effects across

traits by correlated residual variables (Kenny, 1979;

Marsh, 1989; Marsh & Grayson, 1995). The resi-

dual variables (uniqueness) are correlated in a

method-specific manner (see Figure 20. Ib).

Whereas the basic decomposition is the same as in

the CT model (Y.ft = A^ T. + E.fe), all residuals E.fe
with the same method index h can be correlated in

the CTCU model. The CTCU model is a reasonable

model for MTMM data and widely applied (e.g.,

Marsh, 1989; Marsh & Grayson, 1995). However, it

is restricted in three ways (Bagozzi, 1993; Eid,

2000; Lance, Noble, & Scullen, 2002). First, as in

the CT model, measurement error is confounded

with method specificity because the residuals com-

prise both aspects. Hence, it is not possible to sepa-

rate unreliability from method specificity.

Consequently, the consistency coefficient is a lower

bound of reliability, and the variance explained by

the residuals is the upper bound of the method

specificity. Second, "true" (error-free) method

effects cannot be related to other external variables

because pure method effects are not represented in

the model. Third, correlations between different
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methods are not permitted. This assumption might

be too restrictive for applications in which some

methods resemble one another more than other

methods, for example, if the two other-rater groups

in Figure 20.1 hold a common view of the target

person that is not shared with the target's view.

Correlated Trait/Uncorrelated Method Model

The correlated trait/uncorrelated method (CTUM)

model (e.g., Marsh & Grayson, 1995; Widaman,

1985) is a restricted version of the CTCU model. In

the CTUM model, the correlated residuals are

explained by the existence of method factors (see

Figure 20. Ic). An observed variable Y.fe is decom-

posed into a trait component T., a method compo-

nent Mk, and a residual component E.fc that is not

explained by trait and method factors: Y.fe = A^,.fe T. +

Vj* Mfe + Ejfc' where ^Tjfc are trait loadings and KM)k

are method loadings. Whereas all trait factors can

correlate, the method factors are assumed to be

uncorrelated. In contrast to the CTCU model, the

CTUM model allows the identification of a consis-

tent method effect. Consequently, the variance of an

observed variable can be decomposed into the vari-

ance that is due to the trait factor (consistency or

convergent validity), the variance that is due to the

method factor (method specificity), and the vari-

ance that is due to the residual (influences due to

measurement error and method-specific effects that

are specific for a trait). Hence, this model is in a

better position to separate true method-specific

effects from measurement error. However, the resid-

ual might not only comprise measurement error but

also trait-specific method effects. We will come

back to this issue when we present multiple-indica-

tor models. Because method factors are specified in

the CTUM model, method-specific effects can be

related to other criterion variables to explain

method effects. Hence, the CTUM model solves the

first two restrictions of the CTCU model by intro-

ducing method factors, however, not without costs.

The CTUM model is a restrictive variant of the

CTCU model because the introduction of method

factors puts restrictions on the covariances of the

residuals in the CTCU model—they have to follow

the assumptions of a congeneric factor model. This

means that in the case of more than three traits

(i.e., more than three indicators for a method fac-

tor), the CTUM model is more restrictive than the

CTCU model and can be statistically tested against

the CTCU model. From a substantive point of view,

the method factors represent method effects that

generalize across traits in a specific manner. This

assumption might be violated when method effects

are trait-specific (see following section). With

respect to the correlation of different methods, the

CTUM is restricted in the same way as the CTCU

model because associations between different meth-

ods are not allowed.

Correlated Trait/Correlated Method Model

The restriction of uncorrelated methods is removed

by admitting correlations between the method fac-

tors in the correlated trait/correlated method (CTCM)

model (Marsh & Grayson, 1995; Widaman, 1985).

This model looks like the CTUM model depicted in

Figure 20. Ic but with correlations between all

method factors. That means that the CTUM model

is also a restrictive version of the CTCM model.

Although the CTCM model seems to be an attrac-

tive model because it overcomes some of the strong

limitations of the previously described MTMM

models, it is also afflicted by several problems that

question its applicability. One of its major problems

is that it is not globally identified (Grayson &

Marsh, 1994). This means that there are data struc-

tures for which the parameters of the model cannot

be estimated. These data structures, however, are

not unusual, and they are often even desired. For

example, in the case of perfectly homogeneous indi-

cators (that all have the same loading parameters

on the trait and method factors), the model is not

identified and, therefore, not applicable. Hence, in

addition to not being globally identifiable, another

serious problem of the model is that it is not glob-

ally applicable. Moreover, applications of this model

often reveal improper estimations such as negative

variances. Beyond these more technical problems,

there are also more substantive interpretation prob-

lems that exist when all of the method factors are

correlated. In this case, the method factor correla-

tions indicate a portion of the shared variance of all

variables that might not be indicative of method-

specific influences but are more likely to be indica-
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live of a general trait influence or associations

between the traits (Marsh, 1989). Hence, it is

unclear whether the correlations between the trait

factors are valid estimators of discriminant validity

because the different indicators are also related via

the correlated method factors. Furthermore, the

condition under which it is reasonable to assume

that the trait and the method factors are uncorre-

lated is unclear because there is also a variant of the

model that has correlated trait and method factors

(Schmitt & Stults, 1986). The assumption of the

uncorrelatedness of the trait and method factors is

adhered to mainly to avoid technical problems and

to make the decomposition of variances possible.

Note that the question of whether trait and method

factors should be uncorrelated or not is also rele-

vant for the CTUM model.

Finally, the CTCM model, like the CTCU model,

assumes that the method effect is due to one

method that generalizes homogeneously across the

different traits because the covariances of the indi-

cators belonging to the same method are explained

by one method factor. Consequently, the application

of the CTCM model is restricted in strong ways.

Correlated Trait/Correlated Method
(M-l) Model
As an alternative to the CTCM model, Fid (2000)

proposed an MTMM model that is not affected by

the identification problems of the CTCM model.

Fid's model is a special variant of the CTCM model

but differs from it in the number of method factors.

It contains one method factor less than methods

included and is, therefore, called the correlated

trait/correlated method minus one [CTC(M-l)]

model. The basic idea of the CTC(M-l) model is

that one method has to be chosen as the compari-

son standard. All other methods are contrasted with

this comparison standard. In this model (see Figure

20.Id), a latent trait factor is the true-score variable

of the indicator that is measured by the comparison

standard. A method factor is common to all vari-

ables measured by the same method. The method

factor represents that part of the variance of an

indicator that cannot be predicted by the trait factor

(the standard method) and that is not due to ran-

dom measurement error but to systematic method-

specific influences. These method-specific influ-

ences are common to all indicators measured by the

same method. Hence, a method factor comprises

the systematic components a method does not share

with the standard method. The model is defined by

two basic equations, the equation for the standard

method (denoted by k = 1): Yjx = ̂  J. + E.v and

the equation for all other methods (k ± 1): Yfe =

According to this model, the identification and

interpretation problems of the CTCM model might

be due to an overfactorization. The CTC(M-l)

model has several advantages. One property of the

model is that the trait and method factors cannot be

correlated with one another (see Fid, 2000, for a

proof). Therefore, the decomposition of variance

into trait-specific, method-specific, and error com-

ponents can be achieved as in the CTUM and

CTCM models. In contrast to the CTCM model, the

correlations between the method factors cannot be

confounded with a general trait effect because the

indicators of the standard method are not related to

a method factor. Compared with the CTCU and

CTUM models, the CTC(M-l) model is less

restricted because method factors can be correlated.

The CTC(M-l) model, however, also has its limita-

tions. An initial limitation is that one method has to

be chosen as the comparison standard. Moreover,

the model is not symmetrical, which means that the

fit to the same data set can differ when different

methods are chosen as the comparison standard.

However, in the case of structurally different meth-

ods, this might not pose a problem because one

method often stands out from the others. When self-

ratings are compared with different informant ratings

(see Neyer, chap. 4, this volume), for example, the

self-ratings might be an interesting standard method

because all method factors would indicate deviations

from the scores expected by the self-report.

COMPARISON OF THE DIFFERENT MODELS

The models described so far have different advan-

tages and limitations. Therefore, some guidelines

for an appropriate choice of the models are neces-

sary. One major difference between the models is

whether they allow correlated methods or not.
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Thus, one decision that has to be made is whether

it is necessary to allow correlated methods or not. A

second difference between the models is whether

the researcher wants to define a trait as a common

factor from which all methods deviate or whether

he or she wants to contrast and compare methods.

One criterion for deciding whether method fac-

tors or residuals will be correlated or not is the type

of methods considered (Eid, chap. 16, this volume):

If methods are interchangeable, it is not likely that

there will be correlated method factors or correlated

residuals in the models considered. An example of

interchangeable methods is the assessment of

teacher behavior by randomly selected students. If,

for example, three traits of a teacher are measured

by three students that are randomly selected for

each teacher (i.e., each teacher has different raters),

there will be three methods (students). To apply the

models, the students must be assigned to one of

three groups (method groups). However, it does not

make any difference whether a student belongs to

Method 1, Method 2, or Method 3. The assignment

of students to method groups is totally interchange-

able. In this case, it is not reasonable to expect that

method factors or residuals of different methods are

correlated in the model because of the total inter-

changeability of the methods (students). Moreover,

one would be interested in a trait measure that

reflects a kind of common view of the teacher by

his/her students. Because all students have more or

less the same access to the teacher's behavior, the

average of the ratings or the common factor score

might be a good representation of the teacher's behav-

ior. In this case, the CTCU or the CTUM model

would be the most appropriate model because the

trait factors are defined as common factors, and the

models assume that the residuals and method factors

are uncorrelated between the three rater groups.

The situation changes when the methods are not

interchangeable but differ structurally. Consider, for

example, the situation where the well-being of a

teenager is assessed by the teenager him- or herself,

his or her mother, and his or her father. In this

case, the raters are not interchangeable. Moreover,

one might assume that the parents have a common

view of their child that is not shared with the child.

The convergence between the parents' rating might

be higher than the convergence between the mother

and the child and the father and the child, that is,

the two methods father and mother might be more

highly correlated. Hence, a model that can capture

this stronger method correlation might be most

appropriate, which leads us to the CTCM and

CTC(M-l) model as the models of choice.

In a second step, one has to decide whether the

idea of a trait as a common factor from which all

methods deviate is meaningful or whether one

assumes that it is preferable to contrast the meth-

ods. If one is interested in measuring a common

factor, one should apply the CTCM model. How-

ever, in the case of structurally different methods,

the trait loadings could be quite different, which

makes it difficult to interpret the common factor. In

the case of more than three structurally different

methods, it is likely that the assumption of one

common factor—which puts constraints on the

covariances of the different indicators—might be

violated and that the model might have to be

rejected. If one would like to contrast the methods,

the CTC(M-l) model should be chosen. In this

case, the teenager report could serve as the compar-

ison standard, so the trait factors would represent

the latent teenager ratings. The method factor

mother would represent the deviations of the

mother rating from the rating that would have been

expected on basis of the self-rating. The method

factor values represent over- and underestimations

made by the mother. The method factor father has

an analogous meaning. A positive correlation of the

method factors, for example, would indicate the

degree to which mother and father over- vs. under-

estimate their children in the same direction. To

explain parental over- and underestimation, the

method factors can be related to other variables.

Applications

We will illustrate the five models by applying them

to data from an MTMM study exploring the rela-

tions between self- and peer-rated frequency of neg-

ative emotions. The traits were/ear, anger, and

sadness. The three methods were self-ratings, ratings

by a good friend, and ratings by an acquaintance. The

sample consisted of 172 triples of self- and peer

raters. This sample was a subgroup of individuals
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from a larger MTMM study (see Eid et al, 2003;

Trierweiler, Eid, & Lischetzke, 2002). While seated

separately, all participants rated the frequency with

which the target individual usually experienced dif-

ferent negative emotions using a four-category scale

(from not at all to very often). Three scales, consist-

ing of four emotion terms each, assessed fear, anger,

and sadness. For the MTMM analyses, the scales

were divided into two test halves comprising two

items each. The applications of the single-indicator

models were based on the first test halves for

instructive reasons only. Both test halves will be

analyzed conjointly in the next section. The covari-

ance and correlation matrix is given in Table 20.1.

The CT model had to be rejected (%2 = 94.56, df =

24, p < .01, CFI = .67, RMSEA = .13), demonstrat-

ing that there are systematic method-specific influ-

ences. The CTCU model and the CTUM model

fitted the data equally well (%2 = 19.94, df= 15, p =

.17, CFI = .98, RMSEA = .04) because they are data

equivalent in the case of three traits (i.e., three

loadings on each factor). However, in the CTUM

model, one residual variance had a negative value.

The estimation of the CTCM model did not con-

verge. The CTC(M-l) model fitted the data well (%2

= 24.57, d/= 17, p = .10, CFI = .96, RMSEA = .05).

For the CTUM model and the CTC(M-l) model, the

estimated loading parameters and variances of the

factors are given in Figure 20.2. The CTCU model is

not depicted in this figure because the trait part of

the CTUM model is identical to the trait part of the

CTCU model in this application. The error vari-

ances and correlations (CTCU model) as well as the

reliability, consistency, and method specificity coef-

ficients are given in Table 20.2. The reliability coef-

ficient is computed as the degree of variance of an

observed variable that is explained by the factors of

the model. The consistency coefficient is the degree

of true variance of an observed variable that is

explained by the respective trait factor; the method

specificity coefficient indicates the degree of true

variance of an observed variable that is due to the

respective method factor. Consistency and speci-

ficity coefficients together add up to 1.

The trait parameters of the CTCU and the

CTUM models (see Figure 20.2) showed that the

three methods differed in their trait loadings. For

the first trait the friend rating had the highest load-

ing, for the second trait the self-rating had the high-

est loading, and for the third trait the acquaintance

rating showed the highest loading. According to

this result, the trait influences were not consistent

across the different traits, and sometimes one

method was "better" in terms of "explained vari-

ance by the common trait" than other methods.

Moreover, the correlations of the residuals in the

CTCU model (see Table 20.2) were rather different

for one rater, indicating that method influences did

Covariances, Variances, and Correlations of the Observed Variables for the Applications of the

Single-Indicator MTMM Models

SR-fear
SR-anger
SR-sadness
FR-fear
FR-anger
FR-sadness
AR-fear
AR-anger
AR-sadness

SR-fear

.35

.31

.33

.22

.12

.19

.16

.05

.26

SR-anger

.11

.36
.07

.09

.24

.09

.06

.22

.00

SR-sadness

.12

.02

.35

.15

.04

.25

-.04

-.01

.15

FR-fear

.07

.03

.05

.29

.25

.47

.35

.07

.25

FR-anger

.04

.09

.01

.08

.35

.37

.18

.21

.07

FR-sadness

.06

.03

.08

.14

.13

.33

.15

.11

.26

AR-fear

.05

.02

-.01

.10

.06

.05

.29

.28

.40

AR-anger

.02

.08

.00

.02

.07

.04

.09

.33

.27

AR-sadness

.08

.00

.05

.07

.02

.08

.11

.08

.27

Note. SR = self-report; FR = friend report; AR = acquaintance report. Covariances are depicted in the upper (right) tri-
angular, variances appear in the main diagonal, and correlations are presented in the lower (left) triangular. Monotrait-
heteromethod correlations appear in boldface type. Heterotrait-monomethod correlations are printed in italics.
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CTUM Model

Methods

Self-report

Friend report

Aquaintance
report

Methods

Self-report

Friend report

0.04

(.40)

Aquaintance
report

Sadness

FIGURE 20.2. Parameter estimates for the single-indicator CTUM model and the CTC(M-l)

model. CTUM model: correlated trait/uncorrelated method model; CTC(M-l) model: correlated

trait/correlated method model with one method factor less than methods considered. Y.fe:

observed variable, j: trait, k: method; T.: trait factor; M^: method factor; E.fe: error variable.

Unstandardized parameter estimates and standardized parameter estimates (in parentheses)

are depicted. Error variances and reliabilities can be found in Table 20.2.

not generalize strongly across traits. This was also

revealed by the large differences between the load-

ings belonging to the same method factor in the

CTUM model (standardized loadings between .26

and .98). The reliabilities were rather low, indicat-

ing that the true reliabilities might have been

underestimated in the two models. The higher relia-

bilities found for the CTUM model are due to the

fact that the method factors explain a certain

amount of true variance. The consistency and
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Residual Variances, Reliabilities, Consistency Coefficients, and Method-Specificity Coefficients for

the Single-Indicator MTMM Models Depicted in Figure 20.1

Residual variance/reliability

CTCU CTUM CTC(M-1)

Consistency

CTUM CTC(M-1)

Method specificity

CTUM CTCJM-1)

Self-report
Fear
Anger
Sadness

Friend report
Fear
Anger
Sadness

Acquaintance report
Fear
Anger
Sadness

Residual correlations

SR-anger
SR-sadness

.307.17

.267.26

.32 / .07

.187.36

.287.19

.277.17

.21 7 .29

.277.17

.177.40

-.05 7 undefined
.24 7 .33
.307.14

.157.47

.247.31

.02 7 .93

.167.44

.197.43

.117.61

.07 7 .80

.127.66

.247.31

.177.41

.25 7 .30

.137.61

.167.45

.24 7 .27

.147.50

.15

.80

.51

.76

.60

.18

.65

.60

.64

1.00

1.00

1.00

.17

.29

.20

.08

.29

.32

.85

.20

.49

.24

.40

.82

.35

.40

.36

0

0

0

.83

.71

.80

.92

.71

.68

in the CTCU-model

SR-fear

.32

.30

SR-anger FR-fear

FR-anger .21

.08 FR-sadness .40

FR-anger

.42

AR-anger

AR-sadness

AR-fear

.22

.24

AR-anger

.34

Note. SR = self-report; FR = friend report; AR = acquaintance report.

method specificity coefficients of the CTUM model

varied greatly even within the same method. This

indicates that method effects might be trait specific.

The consistency coefficients were generally high for

anger. For fear, however, the consistency coefficient

was very low for the self-report and comparably

high for the peer reports. This might indicate that

the peer raters have more in common than shared

with the self-report. Sadness revealed a quite differ-

ent pattern of a very low consistency coefficient for

the friend rating and medium consistencies for the

self- and acquaintance reports. In general, the

parameter estimates and the coefficients of consis-

tency and specificity were rather heterogeneous for

the CTUM and the CTCU models and are, there-

fore, difficult to interpret.

The loading parameters and the coefficients of

consistency and method specificity are more homo-

geneous for the CTC(M-l) model. The consistency

coefficients show that between 8% and 32% of the

variance of the (error-free) ratings of friends and

acquaintances can be explained by the self-ratings

and that between 68% and 92% are due to method

effects. Moreover, the correlation of the two method

factors (r = .40) indicates that the friends and

acquaintances share a common view of the target

that is not shared by the target. This application

shows that the parameters of the CTC(M-l) model

have an easier interpretation than the parameters of

the two other models in the case of structurally dif-

ferent raters.

General Limitations of Single-Indicator
Models
The applications show that the single-indicator

models can provide interesting insights into the

MTMM structure. The major limitation of single-

indicator models, however, is that measurement

error can be separated from systematic trait-specific

method effects only in models with method factors

and only if method effects generalize across traits in

a unidimensional way. This assumption, however, is

very restrictive, and trait-specific method effects

could be expected in several applications. For

example, one peer rater might not consistently

over- or underestimate different personality traits of
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a target person. Trait-specific method effects might

be especially likely when the traits differ in their

proneness to response sets (e.g., social desirability

and leniency effects). If trait-specific method effects

exist, reliability will be underestimated in single-

indicator models because the effects that are due to

trait-specific method effects cannot be separated

from the error variable (Eid, 2000; Marsh & Hoce-

var, 1988). These problems can only be dealt with

appropriately in multiple-indicator models that are

described in the next section. Hence, single-indica-

tor models seem to be most appropriate when it is

not possible to have multiple indicators for a

trait-method unit.

MULTIPLE-INDICATOR MODELS

In contrast to single-indicator models, multiple-

indicator models are able to separate measurement

error from trait-specific method influences. More-

over, the hypothesis that method effects are trait

specific and do not perfectly generalize across traits

can be statistically tested. We will only describe

three multiple-indicator extensions: a general

model that is able to estimate the latent correlations

between different trait-method units, a model that

is related to the CTCU model, and a model that is

an extension of the CTC(M-l) model. Furthermore,

we will show how the ideas of the CTUM, the

CTCM, and the CT models can be analyzed in the

multiple-indicator context. To apply multiple-indi-

cator models, it is necessary to have at least two

indicators of each trait-method unit. Hence, an

observed variable Yrfe has three indices, the first per-

taining to the item or test parcel, the second to the

trait, and the third to the method.

MTMM Correlation Model

A multiple-indicator correlation model for our

example of three emotional traits and three types of

raters is depicted in Figure 20.3a. In this model, a

latent variable is defined for the two indicators rep-

resenting the same trait-method unit. This model

allows the estimation of the latent correlations

between the trait-method units and the construc-

tion of a latent MTMM correlation matrix. The cor-

relations of this matrix represent an error-free

variant of the MTMM matrix and, therefore, cir-

cumvent one of the major criticisms of the MTMM

correlation matrix. Because the MTMM matrix is

based on observed correlations, their sizes depend

on the reliability of the measures. When measures

strongly differ in their reliabilities, the conclusions

based on applying the Campbell and Fiske criteria

to the MTMM matrix (see Schmitt, chap. 2, this

volume) can be misleading (Wothke, 1995). The

MTMM model is a very general model without

restrictions on the latent correlations. All models

depicted in Figure 20.1 for single indicators can be

applied to the multiple-indicator case by replacing

the observed variables in Figure 20.1 with the latent

(trait and method) variables in Figure 20.3a. This

means that a second-order factor structure would

be defined for the first-order factors in Figure 20.3a,

and the fit of these more restricted models could be

tested against the fit of the general MTMM correla-

tion model. The residuals of the first-order factors

indicate systematic method influences that are spe-

cific for a trait-method unit. All other properties of

the single-indicator models can be transferred to the

multiple-indicator models with a second-order fac-

tor structure. In the following discussion, we will

present a slightly different way to model these ideas

by introducing trait and method factors as first-

order factors. In our view, this approach is more

flexible because it allows the testing of hypotheses

about the structure of trait and method effects and

allows a researcher to relate the latent variables rep-

resenting method influences to other variables.

Multiple-Indicator CTCU Model

An extension of the CTCU model is depicted in

Figure 20.3b. In this model there are two indicators

for each trait-method unit. All indicators belonging

to the same trait are indicators of a common trait

factor T.. Hence, there are three trait factors, one for

each emotion considered in our application pre-

sented in the last section. Additionally, there is one

method factor for each trait-method unit indicating

the method influences that are specific (i.e.,

unique) for one trait. The correlations between the

method factors belonging to the same method indi-

cate the generalizability of method effects across

traits. In this model, only correlations between
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(a) MTMM Correlation Model (b) CTCU Model

Trait 1

Fear

(c) CTC(M-l) Model

Method 3
Acquain-
tance
report

FIGURE 20.3. Multiple-indicator MTMM models, (a) MTMM correlation model; (b) CTCU model: correlated

trait/uncorrelated uniqueness model; and (c) CTC(M-l) model: correlated trait/correlated method model with one

method factor less than methods considered. Y..fc: observed variable, i: indicator, j: trait, k: method; T.: latent trait

variable; M fe: trait-specific method factor; Eijfe: Error variable; ^mv X^: factor loadings. Factor loadings are only

depicted for one path for each factor but they are estimated for all variables. The figure shows the general loading

pattern. In the applications reported in the text, more-restricted versions are analyzed. In the general version of

the CTC(M-l) model, correlations between a trait factor and the method factors that belong to another trait are

allowed. However, they are not presented in this figure and are not admitted in the application reported in the text.

method factors belonging to the same method are

allowed. Therefore, this model represents the idea

of the CTCU model depicted in Figure 20.Ib: There

are trait-specific method influences (method fac-

tors) that are unique to one trait-method unit and

that can be correlated across all traits but only if the

method factors belong to the same method. In con-

trast to the model in Figure 20.Ib, the model in

Figure 20.3b separates measurement error from

method-specific influences and represents method-

specific influences by latent variables that can be

related to other variables. If the three method fac-

tors belonging to the same method are identical, the

model reduces to a CTUM model. If one allows the

method factors of this CTUM model to be corre-

lated, the model becomes a CTCM model. The mul-

tiple-indicator CTUM and CTCM models are very

strict variants of the CTCU model implying perfect

unidimensionality of the method influences belong-

ing to the same method. A somewhat less-restrictive

variant would be to model a general method factor

for each method as a second-order factor of all

method factors belonging to the same methods.

These general method factors can be assumed to be

uncorrelated (less-restrictive CTUM model) or cor-

related (less-restrictive CTCM model). These sec-

ond-order structures are less restrictive because

residuals of the first-order method factors can cap-

ture the trait-specificity of a method influence. One

would apply these second-order method models if
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one wants to get a latent variable representing the

general trait-unspecific effect of a method. Marsh

and Hocevar (1988) have proposed a model that is

related to this idea.

The CTCU model depicted in Figure 20.3b allows

the decomposition of the variance of the observed

indicators into components that represent trait influ-

ences, method influences, and influences that are due

to measurement error. Because the method factors

belonging to different methods are uncorrelated, the

model is most appropriate for interchangeable meth-

ods (see earlier discussion). This model can also be

conceived of as a multiple-trait extension of a so-

called latent state-trait model and is related to special

models of longitudinal confirmatory factor analysis

(Eid, Schneider, & Schwenkmezger, 1999; Marsh &

Grayson, 1994a; Steyer, Schmitt, & Eid, 1999; see

Khoo, West, Wu, & Kwok, chap. 21, this volume). In

this latent state-trait model, the different methods

considered are the different occasions on which indi-

viduals are measured (e.g., Steyer, Ferring, &

Schmitt, 1992; Steyer et al, 1999).

Multiple-Indicator CTC(M-l) Model
A multiple-indicator extension of the CTC(M-l) is

depicted in Figure 20.3c. This model is described in

detail by Eid et al. (2003). In this model there is a

method factor for each combination of a trait and a

nonstandard method. The method factors belonging

to the same method can be correlated, thus repre-

senting the generalizability of method effects across

traits. Also the method factors of different methods

can be correlated, thus showing whether the non-

standard methods have more in common than can

be explained by the standard method. The general

version of this model, which is not depicted in Fig-

ure 20.3 but explained in detail by Eid et al.

(2003), also allows correlations between the

method factors belonging to one trait and the trait

factors of the other traits. These correlations are

heteromethod coefficients of discriminant validity,

whereas the intercorrelations of the trait factors are

discriminant validities with respect to the standard

method. The CTC(M-l) model allows to estimate

variance components that are due to trait, method,

and error influences. The variance components that

are due to trait (consistency) and method (speci-

ficity) influences can only be estimated for the non-

standard methods because they indicate the degree

of variance that cannot be explained by the stan-

dard method. Like in the multiple-indicator CTCU

model, several hypotheses concerning the method

factors can be tested. For example, one can test

whether the method factors belonging to the same

method are identical (perfect generalizability) by

specifying a model with one method factor for each

method (instead of trait-specific method factors).

Moreover, one can model a second-order method

factor for all method factors belonging to the same

method, if a measure of the general influence of one

method is desired.

Choice of Model
The criteria for selecting a method are the same as

for the single-indicator models. The CTCU, CTUM,

and CTCM models are most appropriate if inter-

changeable methods are considered and the

research interest is in modeling a trait as a common

factor. The CTC(M-l) model is most appropriate in

the case of structurally different methods and when

the research interest is in contrasting methods.

Applications
To illustrate the multiple-indicator CTCU and

CTC(M-l) models, we applied them to the same

data set as the single-indicator models and included

the second test halves of the scales as second indi-

cators (see Table 20.3). In the multiple-indicator

models, the first indicators were identical to the

ones analyzed in the single-indicator models. This

makes it possible to show the differences in the

estimated parameters, particularly the reliabilities

between the single-indicator and the multiple-indi-

cator models. In the applications we assumed that

the two indicators are homogeneous indicators of

each trait-method unit. Thus, the loading parame-

ters of the two indicators were set equal to each

other. The fit of the two models was very good

(CTCU: X2= 127.32, d/= 123, p = .38, CFI = 1.00,

RMSEA = .01; CTC(M-l): %2= 123.08, dj = 120,

p = .41, CFI = 1.00, RMSEA = .01). The fit of these

models is in the same range as the fit of the MTMM
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correlation model (Figure 20.3a) with equal load-

ings (%2= 109.99, d/= 108, p = .43, CFI = 1.00,

RMSEA = .01). The parameters (loadings, latent

correlations) of the MTMM correlation model are

not presented because their interpretation is

straightforward. The loading parameters as well as

the coefficients of reliability, consistency, and

method specificity of the CTCU and CTC(M-l)

model are reported in Table 20.4. Table 20.5 and

20.6 show the correlations between the trait and

method factors. First, the reliabilities (variance

explained by the trait and method factors) were

generally higher than the reliabilities in the single-

indicator models. The reliabilities of the different

indicators did not differ as much as in the single-

indicator models. Moreover, the reliabilities were of

reasonable sizes given that each indicator (test half)

consists of only two items. This shows that the reli-

abilities can be more appropriately estimated in

multiple-indicator models. The consistency and

method specificity coefficients are estimated as pro-

portions of variance of the true variance (observed

variance minus error variance). In the CTCU

model, the consistency and method specificity coef-

ficients differed greatly within and between the

three methods. For two traits (fear, sadness), the

friend ratings showed the highest consistency and

lowest specificity coefficients. According to this cri-

terion, the friend ratings were the "best" methods

(highest correlations with the trait). For anger,

however, the consistency coefficients of friend rat-

ings were the lowest. These differences in the con-

sistency coefficients indicated differences in the

correlations of the three methods between the three

TABLE 20.4

Loading Parameters and Standardized Loading Parameters (in parentheses), Error Variances, Relia-

bilities, Consistency, and Method Specificity Coefficients of the Multiple-Indicator CTCU and

CTC(M-l) Models Depicted in Figure 20.3

CTCU Model

Trait

loading
Method
loading

Error
var. CO MS Rel

CTC(M-1) Model

Trait Method

loading loading
Error
var. CO MS Rel

Self-report
Fear 1

Fear 2
Anger 1
Anger 2

Sadness 1
Sadness 2

1.00 (.40)

1.00 (.37)

1.00 (.45)

1.00 (.42)

1.00 (.33)

1.00 (.36)

1.00(78)

1.00 (.71)

1 .00 (.70)
1.00 (.66)

1.00 (.73)

1.00(79)

.09

.16

.11

.15

.14

.08

.21

.21

.29

.29

.17

.17

79

79
.71

71

.83

.83

76

.64

.69

.61

.64

74

1.00 (.87)

1.00 (.80)

1.00 (.83)

1.00(78)

1.00 (.80)

1.00 (.86)

.09

.15

.11

.15

.14

.08

1.00
1.00

1.00

1.00

1.00

1.00

.00

.00

.00

.00

.00

.00

75

.64

.69

.61

.63

74

Friend report
Fear 1
Fear 2

Anger 1

Anger 2

Sadness 1

Sadness 2

1.25 (.59)

1.25 (.55)

.94 (.43)

.94 (.39)

1.53 (.54)

1.53 (.53)

1.00 (.56)

1.00 (.52)

1.00(75)
1.00 (.68)

1.00 (.64)

1.00 (.63)

.09

.14

.09

.15

.10

.11

.52

.52

.25

.25

.41

.41

.48

.48

75

75

.59

.59

.66

.57

75

.62

70

.68

.22 (.22) 1.00(79)

.22 (.21) 1.00(73)

.27 (.23) 1.00 (.84)

.27 (.21) 1.00(76)

.30 (.25) 1.00 (.80)

.30 (.25) 1.00(79)

.09

.14

.08

.15

.10

.11

.07

.07

.07

.07

.09

.09

.93

.93

.93

.93

.91

.91

.67

.57

75

.62

70

.68

Acquaintance report
Fear 1
Fear 2

Anger 1

Anger 2

Sadness 1

Sadness 2

.86 (.40)

.86 (.39)

.96 (.44)

.96 (.39)

1.22 (.47)

1.22 (.43)

1.00(71)

1.00(70)

1.00(78)

1.00 (.68)

1.00(77)

1.00(70)

.09

.10

.06

.17

.05

.11

.24

.24

.32

.32

.27

.27

76

76

.68

.68

73

73

.67

.64

.81

.61

.81

.67

.08 (.08) 1.00 (.81)

.08 (.08) 1.00 (.80)

.26 (.22) 1.00 (.87)

.26 (.19) 1.00(76)

.26 (.24) 1.00 (.87)

.26 (.22) 1.00(79)

.09

.10

.06

.17

.05

.11

.01

.01

.06

.06

.07

.07

.99

,99

.94

.94

.93

.93

.67

.65

.81

.61

.82

.67

Note. Error var. = error variance; CO = consistency; MS = method specificity; Rel = reliability.
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Factor Covariances, Variances, and Correlations in the Multiple-Indicator CTCU Model Depicted

in Figure 20.3

SR- SR-
Fear Anger Sadness fear anger

SR- FR- FR- FR- AR- AR- AR-

fear anger sadness fear anger sadness

Fear .06 .03
Anger .41 .07
Sadness .74 .28
SR-fear
SR-anger
SR-sadness
FR-fear
FR-anger
FR-sadness
AR-fear
AR-anger
AR-sadness

.04

.02

.04

.22 .09 .11

.46 .17 .04

.55 .21 .20

.09 .03 .07

.21 .19 .09

.65 .57 .14

.14 .05 .08

.27 .20 .07

.50 .39 .16

Note. Fear, anger, sadness: Trait factors. Method factors are denoted by SR (self-report), FR (friend report), AR
(acquaintance report). Covariances are depicted in the upper (right) triangular, variances appear in the main diagonal,
and correlations are presented in the lower (left) triangular. Empty cells indicate nonadmissible Covariances or corre-
lations. Parameters that differ significantly from 0 (a = .05) appear in boldface type.

Factor Covariances, Variances, and Correlations of the Multiple-Indicator CTC(M-l) Model

Depicted in Figure 20.3

Fear
Anger
Sadness
FR-fear
FR-anger
FR-sadness
AR-fear
AR-anger
AR-sadness

Fear

.27

.41

.59

Anger

.11

.24

.20

Sadness

.15

.05

.24

FR-fear

.17

.29

.69

.39

.16

.23

FR-anger

.06

.23

.51

.17

.20

.10

FR-sadness

.13

.11

.21

.29

.14

.27

AR-fear

.07

.03

.06

.18

.31

.57

AR-anger

.03

.05

.03

.07

.25

.39

AR-sadness

.04

.02

.06

.11

.09

.21

Note. Fear, anger, sadness: Trait factors. Method factors are denoted by SR (self-report), FR (friend report), AR
(acquaintance report). Covariances are depicted in the upper (right) triangular, variances appear in the main diagonal,
and correlations are presented in the lower right portion of the table. Empty cells indicate nonadmissible Covariances
or correlations. Parameters that differ significantly from 0 (ot = .05) appear in boldface type.

traits. These differences in correlations, however,

were not visible in a simple manner but had to be

inferred from the loading patterns.

The situation was quite different for the CTC(M-

1) model. The consistency coefficients of the self-

reports were perfect because the self-reports had

been taken as the comparison standard. The consis-

tency coefficients were rather low, and the method

specificity coefficients were very high for the peer

ratings. This finding means that both the friend and

acquaintance ratings were rather weakly associated

with the self-ratings. The standardized loading
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parameters and the consistency coefficients were

higher for the friend ratings than the acquaintance

ratings, particularly for fear and sadness. However,

the differences in the consistency and method

specificity coefficients between the friend and

acquaintance ratings were not very large and not

significant. This was tested by comparing the model

in Figure 20.3c with a model in which (a) the trait

factor loadings of the friend ratings are set equal to

the factor loadings of the acquaintance ratings, and

(b) the variance of a trait-specific method factor for

a friend rating was set equal to the variance of the

corresponding method factor of the acquaintance

rating. The method factor loadings were equal

between the friend and acquaintances ratings

because they had already been set to 1 for the

assumption of homogeneous indicators. In this

restricted model, the consistency and specificity

coefficients have to be equal for the friend and

acquaintance ratings. Although this model is more

restrictive than the model in Figure 20.3c, it did not

fit the data significantly worse than the unrestricted

model (X2= 125.95, df= 126, p = .48, CFI = 1.00,

RMSEA < .01), demonstrating that the friend rat-

ings were not more closely linked to the self-ratings

than the acquaintance ratings ( %2 -difference test:

X 2 = 2 . 8 7 , 4 f = 6 , p = .82).

Generalizability of method effects. In the CTCU

and the CTC(M-l) models, the correlations of

the method factors belonging to the same

method indicated that method effects generalized

across methods because the correlations were rel-

atively large. However, the correlations were dif-

ferent from 1, indicating that the strong

assumption of perfect generalizability of method

effects across traits that is inherent in the single-

indicator variants of these models had to be

rejected. This was revealed by a statistical com-

parison of the models in Figure 20.3 with corre-

sponding models in which there is only one

method factor for each method. These models

had to be rejected for both the CTUM and the

CTC(M-l) model.

Correlations between methods. As in the single-

indicator variant, the method factors are uncorre-

lated between methods in the multiple-indicator

CTCU model. This, however, must not be misin-

terpreted in the sense that methods are not differ-

entially related to each other. To a certain degree,

differential associations between methods can be

captured by the different trait factor loadings. In

the CTC(M-l) model these differences are repre-

sented by the correlations between the method

factors of the two other rater groups. The signifi-

cant correlations between the method factors of

the friend raters and the method factors of the

acquaintance raters indicate that the peer raters

share a common view of the person that is not

shared with the person her- or himself.

MULTIPLE-INDICATOR MODELS WITH

HETEROGENEOUS INDICATORS

The two multiple-indicator models assume that the

indicators are homogeneous indicators of a trait-

method unit. This means that they are indicators of

the same trait and the same method factors without

any unique component of the true score that is not

shared with the other indicators of this trait-

method unit. This assumption, however, is often

too restrictive, particularly when the same indicator

is repeatedly measured (e.g., by different raters or

on different occasions of measurement). In this

case, a unique indicator-specific component can be

identified and its nonconsideration would result in

the misfit of an MTMM model. There are several

ways to consider indicator-specific components.

The most prominent is to allow autocorrelations of

residuals belonging to the repeatedly measured

indicators. This means that all residuals belonging

to the same indicator are correlated. Although auto-

correlations are admissible representations of indi-

cator-specific influences, they have the disadvantage

that they indicate a valid source of variance that is

not modeled by latent variables. Consequently, the

reliabilities of the indicators will be underestimated.

An alternative is to consider a multidimensional

trait structure. In these extended models, each indi-

cator measures a different indicator-specific trait

factor but a common method factor. Hence, in our

example there would be six (correlated) latent trait

factors whereas the method factor structure of the

model would not change. This way of considering
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indicator specificity has been adopted in models of

latent state-trait theory (e.g., Eid, 1996; Eid &

Diener, 1999) and longitudinal confirmatory factor

analysis (Marsh & Grayson, 1994a). A second way

is to introduce an indicator-specific factor for one of

the two indicators (see Eid et al., 1999). The

repeated measures of the same indicator are

assumed to have substantive loadings on the indica-

tor-specific factor. This indicator-specific factor rep-

resents the uniqueness of an indicator that is not

shared with the other indicator. Accordingly, there

is one indicator-specific factor less than indicators.

This approach is similar to the CTC(M-l) approach

of modeling method factors. The basic idea of this

type of modeling is that if we have two indicators,

we need only one indicator-specific factor to con-

trast the differences between the two indicators.

The two different approaches to modeling indicator-

specific influences are strongly related and can be

transferred to each other under specific conditions

(see Eid et al., 1999).

SUMMARY

SEM is a very versatile tool for analyzing MTMM

data because it allows the separation of measure-

ment error from method-specific effects and trait

influences. Moreover, these models enable

researchers to test hypotheses concerning the struc-

ture of trait and method effects in a confirmatory

way. The SEM approaches in this chapter refer to

metrical observed variables, but SEM approaches for

ordinal variables (e.g., Muthen, 2002) can be applied

to analyze the same MTMM models (Nussbeck, Eid,

& Lischetzke, in press). In the case of categorical

variables, models of item response theory can be

applied (Rost & Walter, chap. 18, this volume).

Because of their considerable advantages, MTMM

models of SEM have been widely and successfully

applied in different areas of psychological research

(e.g., Burns & Haynes, chap. 27, this volume;

Marsh, Martin, & Hau, chap. 30, this volume).
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C H A P T E R 2 1

LONGITUDINAL METHODS

Sick-Toon Khoo, Stephen G. West, Wei Wu, and Oi-Man Kwok

The previous chapters in this volume have focused

on the measurement of participants using multiple

methods, multiple measures, and in multiple situa-

tions. In this chapter the focus shifts to the measure-

ment of the same set of participants on multiple

occasions, ideally using the same (or equivalent)

measurement instruments. This focus on multiple

occasions does not fundamentally alter the applica-

tion of basic concepts and approaches presented in

previous chapters (see Eid, chap. 16, this volume; Eid

& Diener, chap. 1, this volume). What is new in this

chapter is that longitudinal designs explicitly deter-

mine the temporal ordering of the observations. This

temporal ordering of observations provides an

enhanced ability to elucidate stability and change in

individuals over time, to study time-related processes,

and to establish the direction of hypothesized causal

relationships (Dwyer, 1983; Singer & Willett, 2002).

Longitudinal studies are becoming increasingly

prominent in several areas of psychology including

clinical, community, developmental, personality,

and health. For example, Biesanz, West, and Kwok

(2003) found that 24% of the studies published in

the 2000 and 2001 volumes of the Journal of Person-

ality: Personality Process and Individual Differences

section and the Journal of Personality included two

or more waves of data collection. In the area of psy-

chology most focused on issues of stability and

change, we found that 32% of the articles in Devel-

opmental Psychology in 2002 met these minimum

criteria for a longitudinal study of two waves of

data collection. This compares to only 15% of the

articles published in 1990.

A more in-depth review focused on the longitu-

dinal studies in the 2002 volume of Developmental

Psychology provides a glimpse of current practice

(see also Morris, Robinson, & Eisenberg, chap. 25,

this volume). The duration of studies ranged from

12 weeks to 28 years. Approximately 25% of the

studies collected only two waves of data, whereas

approximately 25% of the studies reported 6 or

more waves of data collection, with one study col-

lecting more than 50 waves of data. Measures

included standardized measures of ability and intel-

ligence; self-, peer, parent, and teacher reports; rat-

ings and counts of behaviors by trained observers;

peer nominations; and physical measures such as

weight and heart rate. Although most of the studies

included a substantial core set of measures that

were administered at each wave, some studies used

different measures at each measurement wave, pre-

cluding the examination of change over time. The

majority of articles reported traditional

correlation/regression analyses or analysis of vari-

ance. Collins and Sayer (2001), McArdle and Nes-

selroade (2003), and Singer and Willett (2002) have

highlighted the potential advantages of newer

approaches to the analysis of longitudinal data, yet

approaches such as structural equation modeling

(approximately 10%) and growth modeling and

We thank Jeremy Biesanz, Patrick Curran, coeditor Michael Eid, Paras Mehta, Roger Millsap, Steven Reise, and an anonymous reviewer for their
comments on an earlier version of this chapter.
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examination of growth trajectories (approximately

15%) continue to represent a distinct minority of

longitudinal studies.

This chapter considers a number of unique

issues that arise when measurements are taken on

multiple occasions. We begin with a consideration

of some desiderata of measurement from cross-sec-

tional research and consider how they may apply in

longitudinal research. We then consider three dif-

ferent longitudinal models: (a) autoregressive mod-

els that focus on the stability of participants'

relative standing on a construct over time; (b)

latent trait-state models that partition the variance

in measured constructs into relatively stable (trait)

and measurement occasion specific (state) compo-

nents; and (c) growth curve models that estimate

individual growth trajectories. Finally, we consider

these longitudinal models in light of measurement

concerns and indicate some methods through

which these concerns can be addressed.

SOME DESIDERATA FOR GOOD

MEASUREMENT: LESSONS FROM CROSS-

SECTIONAL RESEARCH

Sources on traditional and modern approaches to

measurement (Crocker & Algina, 1986; Embretson

& Reise, 2000; Lord & Novick, 1968; McDonald,

1999; West & Finch, 1997) have emphasized issues

that arise in narrow windows of time that character-

ize cross-sectional and short-term (test-retest) stud-

ies. These approaches have developed several

desiderata for good measurement; three are pre-

sented following. We also begin to consider how

these desiderata may need to be extended for longi-

tudinal studies. In this section we will use the

framework of classical test theory and assume that

measures have been collected on a numerical scale.

Reliability
In classical test theory the observed score on a

measure (Y) can be partitioned into two parts: true

score (T) and error (e). In symbols, this is

expressed as Y = T + e. T can be defined as the

mean of a very large number of independent meas-

urements, e is assumed to be random and inde-

pendent of the value of the true score. The

reliability coefficient represents the proportion of

the variance in the observed Y scores ((T2
y) that is

true score variance (cr2
T),

2

_ oT
PYY ~ —

Reliability is an index of the dependability of the

measurement. Two measures of reliability are cur-

rently widely reported in the literature, coefficient

alpha and the test-retest correlation.

Coefficient alpha. When the data are collected on a

single measurement occasion, Cronbach's (1951)

coefficient alpha (a) is typically reported. Concep-

tually, a can be thought of as the correlation

between two equivalent scales of the same length

given at the same time.

Coefficient alpha has several little-known prop-

erties that may limit its usefulness in application

(Cortina, 1993; Feldt & Brennan, 1989; Schmitt,

1996). First, a assumes that all items are equally

good measures of the underlying construct, a con-

dition known as essential tau equivalence (see sec-

tion on homogeneity for a fuller description). If

some items should ideally be weighted more heavily

in estimating the true score, then a will underesti-

mate the reliability. Second, a is dependent on test

length. For example, if a 10-item scale had an a =

.70 and another exactly parallel set of 10 items

could be identified, then a for the 20-item scale

would be .82. Third, a addresses sources of error

that result from the sampling of equivalent items

and potential variability within the measurement

period (e.g., within-test variability in level of con-

centration). It does not address error resulting from

sources that may vary over measurement occasions

(e.g., Py.y.,, daily changes in mood). Fourth, a high

level of a does not indicate that a single dimension

has been measured. For example, Cortina showed

that if two orthogonal dimensions underlie a set of

items, even if the intercorrelations between items

within each dimension are modest (e.g., = .30), a

will exceed .70 if the scale has more than 14 items.

Even higher values of a will be achieved if the

dimensions are correlated. Finally, a may differ for
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measures collected during different periods of a

longitudinal study. Both the variance in the true

scores and the measured scores may change over

time so that a can change dramatically. A measure

of 1Q collected on a group of children at age 4 will

typically have a lower a than the same measure col-

lected on the children at age 10. In later sections,

we describe alternative approaches that address sev-

eral of these issues as well as others that arise in

longitudinal measurement contexts.

Test-retest correlations. A second method of esti-

mating reliability is to calculate the correlation

between the scores on the same set of items

taken at two points in time. Test-retest

approaches assume that (a) the participants' true

scores do not change on the measure during the

(short) interval between Time 1 and Time 2 and

that (b) responding to the item at Time 1 has no

effect on the response at Time 2 (e.g., no mem-

ory for prior responses on an ability test). Green

(2003) has recently developed a test-retest ver-

sion of a. Test-retest a eliminates sources of

error that change across measurement occasions

(e.g., daily mood changes), but otherwise shares

the assumptions and properties of traditional a

described earlier.

In longer-term studies, the interpretation of the

test-retest correlation changes. It can no longer be

assumed that there has been no change in the par-

ticipants' true scores or that all participants change

at the same rate. Children and adults change over

time in their abilities, personality traits, and physi-

cal characteristics such as height and weight. In this

case the test-retest correlation is an estimate of the

stability of the measure—the extent to which the

(rank) order of the participants at Time 1 is the

same as the order of the participants at Time 2. Oth-

erwise stated, the level of the measure (e.g., height)

may change over time, but stability is shown to the

degree that participants' amount of change is pro-

portional to their initial level on the measure.

Homogeneity (Unidimensionality)
Interpretation of measures is greatly simplified if

the measure assesses a single dimension (underly-

ing factor). For example, imagine that a measure of

college aptitude were developed. Unbeknownst to

the test developers the items reflect a major dimen-

sion of IQ and a secondary dimension of conscien-

tiousness. These two dimensions have only a

minimal correlation. Both dimensions may predict

good performance in many classes. But the consci-

entiousness dimension may be a far better predictor

of performance in a history course in which large

amounts of material must be regularly learned. In

contrast, IQ may be a far better predictor of per-

formance in a calculus course. By separating the

two dimensions, we can gain a far greater under-

standing of the influence of the two dimensions in

performance in different college classes. Indeed, the

interpretation of the body of research associated

with several classic measures of personality has

been difficult because of the existence of multiple

dimensions underlying the personality scale (see

Briggs & Cheek, 1986; Carver, 1989; Neuberg,

Judice, & West, 1997 for discussions). Finch and

West (1997) discussed testing of measures in cross-

sectional studies that are hypothesized to have more

complex, multidimensional structures.

In longitudinal research, these issues only

become more difficult because dimensions within a

scale may change at different rates. For example,

Khoo, Butner, and lalongo (2004) found that a pre-

ventive intervention led to a linear decrease on a

dimension of general aggression, but no change on

a secondary dimension of indirect aggression

toward property during the elementary school

years. Such findings make it necessary to consider a

more complex measurement structure in assessing

longitudinal effects on the aggression scale.

The most commonly used method of assessing

the dimensionality of measures in cross-sectional

studies is confirmatory factor analysis (see Fid, Lis-

chetzke, & Nussbeck, chap. 20, this volume; Hattie,

1985 for a review). In this approach, the researcher

hypothesizes that a specific measurement model

consisting of one or more latent factors underlies a

set of items. The measurement model is then tested

against data with two aspects of the results of the

test being of special interest, (a) The procedure pro-

vides an overall X2 test (likelihood ratio test) of

whether the hypothesized model fits the observed

covariances between the items. If the value of the
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obtained %2 is not significant, then the hypothesized

model fits the data. For large samples, the X2 test

may reject even close-fitting models so that various

fit indices such as the RMSEA and the CFI, which

are less dependent on sample size, may be used to

assess whether the model is adequate, (b) The

strength of the relationship between the factor and

each item (A = factor loading) is estimated. In some

models, the As can be expressed in standardized

form, in which case they represent the correlation

between the latent factor and each item. Alterna-

tively, one of the items may be treated as a reference

variable (A = 1). The strength of each of the other

loadings is interpreted relative to the reference vari-

able, values of A >1 indicate a relatively larger

change, and values of A < 1 indicate a relatively

smaller change in the measured variable correspon-

ding to a one-unit change in the latent factor (see

Steiger, 2002).

Confirmatory factor analysis can also be used to

estimate coefficient alpha. We noted earlier that

coefficient alpha assumes that all measures are

equally good measures of the underlying construct.

This assumption means that the factor loadings of

all the items on the factor are equal, known as the

assumption of essential tau equivalence. Comparing

the fit of a model in which the As are constrained to

be equal, versus an alternative model in which the

As are freely estimated, tests essential tau equiva-

lence. If the fit of the two models does not differ,

then the assumption of essential tau equivalence is

reasonable. McDonald (1999) and Raykov (1997)

provide procedures for estimating a both when the

assumption of essential tau equivalence is and is

not met. Later in this chapter we will extend the

idea of testing of assumptions about measurement

structure to longitudinal data. To the extent meas-

ures have the same structure at two (or more) time

points, the results of analyses using the measures

become more interpretable.

Scaling
Stevens (1951) proposed an influential classification

of measurement scales. Beginning with the lowest

level in the hierarchy, nominal scales assign each

participant to an unordered category (e.g., marital

status: single, married, divorced, widowed). Ordinal

scales assign each participant to one of several

ordered categories (e.g., clothing size: 1 = small, 2 =

moderate, 3 = large). Interval scales assign partici-

pants a number such that a one-unit difference at

any point on the scale represents an identical

amount of change (e.g., a change from 3 to 4

degrees or from 30 to 31 degrees represents the

same change in temperature on the Celsius scale).

Finally, ratio scales share the same equal interval

property as the interval scale, but in addition have a

true 0 point where 0 represents absence of the

measured quantity (e.g., height in centimeters).

Stevens originally argued that the level of meas-

urement limits the type of statistical analysis that

may be performed. This position is potentially dis-

turbing because many measures in psychology may

not greatly exceed an ordinal level of measurement.

Indeed, Krosnick and Fabrigar (in press) have

shown that labels used to represent points on Lik-

ert-type items often do not come close to approxi-

mating equal spacing on an underlying dimension.

On the other hand, several authors (e.g., Cliff,

1993; McDonald, 1999) have noted that for t-tests

and analysis of variance, whether the measurement

scale is ordinal, interval, or ratio, makes only a

modest difference in the conclusions about the exis-

tence of differences between groups, so long as the

assumptions of the analysis (e.g., normality and

equal variance of residuals) are met. Similarly, for

linear regression analysis or structural equation

modeling, the level of measurement also does not

have a profound effect on tests of the significance of

coefficients. These results occur because monotonic

(order preserving) transformations typically main-

tain a high correlation between scores on the origi-

nal and transformed scales. Often, ordinal

measurement will be "good enough" to provide an

adequate test of the existence of a relationship or

group difference even with statistical tests originally

designed for interval level data.

However, if we have hypotheses about the. form

of the relationship between one or more independ-

ent variables and the dependent variable, ordinal

measurement is no longer "good enough." Longitu-

dinal analyses testing trend over time require inter-

val level measurement. The origin and units of the

scale must be constant over time; otherwise, the test
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of the form of the relationship will be confounded

with possible effects of the measuring instrument.

When standard statistical procedures designed for

interval-level data are used with ordinal-level data,

estimates of parameters of the growth model will be

seriously biased. Special methods designed explic-

itly for ordinal-level data and large sample sizes are

required (Mehta, Neale, & Flay, 2004).

Changes in the origin or units of the scale can

happen because raters explicitly or implicitly make

normative judgments relative to the participant's

age and gender.1 Consider the trait physically

active. Informants may rate the second author as

being very physically active—a rating of 8 on a 9-

point scale ranging from "not at all" to "extremely"

active at age 25 and then again at age 50. Yet, physi-

cal measures of activity (e.g., a pedometer) may

show twice as much physical activity at age 25 as at

50. In effect, such ratings may be "rubber rulers"

that correctly describe the standing of the individ-

ual relative to a same age comparison group. How-

ever, when changes occur in either the origin or the

units of the scale, clear interpretation of the results

of longitudinal analyses focused on the form of

change is precluded. These problems do not charac-

terize all longitudinal studies. Physical measures

(e.g., height, blood pressure) and many cognitive

measures provide invariant measurement at the

interval level. Some rating scale measures may

approximate interval-level measurement and be

suitable for short-term longitudinal studies. But,

few investigators consider this fundamental issue—

the origin and units of the measure must be con-

stant over time. Such invariance is fundamental in

interpreting the results of longitudinal studies of

change. We revisit this issue later in the chapter.

THREE LONGITUDINAL MODELS

At this point it would be beneficial to introduce

several of the most common new longitudinal mod-

els for analyzing stability and change using contin-

uous latent variables. These models include

autoregressive models, trait-state models, and

growth curve models.

Longitudinal Methods

Examining Stability: Autoregressive Models

Autoregressive models are used to examine the sta-

bility of the relative standing of individuals over

time. Figure 21.1 illustrates an autoregressive

model for a three-wave data set. In this data set

(Biesanz, West, & Millevoi, 2004), 188 college stu-

dents were assessed at weekly intervals on a meas-

ure of the personality trait of conscientiousness

(Saucier & Ostendorf, 1999). According to Saucier

and Ostendorf, conscientiousness is comprised of

four closely related facets: orderliness, decisiveness,

reliability, and industriousness. At each time period,

we estimated the latent construct of conscientious-

ness. In the model presented in Figure 21.1, the

factor loading of each facet was constrained to be

equal over time so that the units of the latent con-

struct would be the same at each measurement

wave. Orderliness serves as the marker variable for

the construct (A = 1). As for the other facets range

from .62 to .67.

In the basic autoregressive model, the scores on

the factor at Time t only affect the scores on the

factor at Time t +1. If there is perfect stability in

the rank order of the students on the factor from

one time period to the next, then the correlation

will be 1.0, whereas if there is no stability, then the

correlation will be 0. In the present example, there

is considerable stability in the conscientiousness

factor: the unstandardized regression coefficients

are .78 (correlation = .85) for Week 1 to Week 2

and .84 (correlation = .88) for Week 2 to Week 3.

These stabilities greatly exceed the corresponding

simple test-retest correlations of .63 and .65,

respectively.

Multiindicator autoregressive models have two

distinct advantages over simple test-retest correla-

tions. First, the model partitions the variance asso-

ciated with the four indicators (facets) at each time

into variance associated with the factor of conscien-

tiousness and residual variance so that the stability

coefficients are not attenuated by measurement

error. Second, part of the residual variance may be

due to a systematic feature of the facet (uniqueness)

that is not shared with the latent construct of con-

scientiousness. Correlating the uniquenesses over

'For example, Goldberg's (1992) measure of the Big Five personality traits explicitly instructs informants to rate the participant relative to others of
the same age and gender.
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= 37.02, p = . 82
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Orderliness2
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DecisivenessS

ReliabilityS

IndustriousnessS

FIGURE 21.1. Autoregressive model.

each pair of time periods removes any influence of

the stability of these systematic components of the

residual. Otherwise, the estimate of the stability for

the conscientiousness factor would be confounded

by these unique components associated with each

of the facets.

We estimated three alternative models to illus-

trate features of the model depicted in Figure

21.1. First, we investigated the effect of correlat-

ing the uniquenesses. Model (a), which included

the correlated uniquenesses, showed a substan-

tially better fit to the data, ̂ 2(40) = 35.1, ns,

RMSEA = .00, than Model (b), in which the corre-

lations between the uniquenesses are deleted,

X2(52) = 500.2, p < .0001, RMSEA = .22). An

RMSEA of .05 or less is typically taken as evi-

dence of a close-fitting model. This result indi-

cates that the correlated uniquenesses need to be
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included in the model. Second, we investigated

the effect of constraining the factor loadings to be

constant over time. Model (c), which is portrayed

in Figure 21.1, also resulted in an acceptable fit to

the data, £2(46) = 37.0, ns, RMSEA = .00. The dif-

ference in fit between Models (a) and (c) may be

directly compared based on their respective X2 and

df values using the likelihood ratio test (Bender &

Bonett, 1980), #2(6) = 1.9, ns. Given that the fit

of the two models to the data does not differ,

Model (c) is preferred both because it has fewer

parameters (parsimony) and more importantly,

because it simplifies interpretation by guarantee-

ing that the conscientiousness construct has the

same units at each measurement wave.

Cross-lagged autoregressive models may be

used to investigate the ability of one longitudinal

series to predict another series. For example,

Aneshensel, Frerichs, and Huba (1984) measured

several indicators of illness and several indicators

of depression every 4 months. The two constructs

were modeled as latent factors. Moderate stabilities

were found for both the illness and depression

constructs. The level of depression at Wave t con-

sistently predicted the level of illness at Wave t + 1,

over and above the level of illness at the Wave t. In

a similar study, Finch (1998) found that social

undermining consistently predicted negative affect

1 week later over and above the level of negative

affect the previous week. Such lagged effects show

both association and temporal precedence, provid-

ing support for hypothesized direction of the

causal relationship between the two variables (e.g.,

depression —> physical illness). Joreskog (1979)

and Dwyer (1983) presented several useful vari-

ants of the basic autoregressive model for longitu-

dinal data. Of importance, clear interpretation of

the findings of these models assumes there is not

systematic change in the level of the series of

measures (growth or decline) for each individual

over time (Willett, 1988). Curran and Bollen

(2001) and McArdle (2001) have proposed models

that combine growth and autoregressive compo-

nents to address this issue.

Trait-State Models
Many important psychological phenomena (e.g.,

moods) appear to be influenced both by an individ-

ual's chronic level (trait) as well as temporary fluc-

tuations from that chronic level (state). Latent

trait-state models (Steyer, Ferring, & Schmitt,

1992; Steyer, Schmitt, & Eid, 1999; see Figure

21.2) partition each measure collected at each

measurement occasion into three components. First

is a component that represents the trait construct

measured at a specific time point (denoted Time 1,

Time 2, and Time 3 in Figure 21.2). This compo-

nent is further partitioned into (a) a latent trait fac-

tor that characterizes the person's stable general

level on the construct of conscientiousness

(denoted as Consci in Figure 21.2) and (b) a latent

state residual that characterizes temporary (state)

effects on the person associated with each measure-

ment wave. Second, the method factor represents

the stable influence of the specific measure (here,

the measure of each facet of conscientiousness,

denoted Order, Decis, Reliab, Indust, respectively).

Third, as in previous models, another component

reflects random measurement error.

The latent state-trait model shows a good fit to

the conscientiousness data, £2(39) = 31.87, ns,

RMSEA = .00). The clear partitioning of the

observed scores on the measure into trait, state,

measure, and error variance components provides a

strong basis for predicting external criteria. For

example, the relatively pure measure of the trait of

conscientiousness that is estimated can be used to

predict conscientiousness-related behaviors such as

class attendance or worker productivity. The latent

trait-state model can also partition the total amount

of variance in the observed scores into trait, state,

measurement method, and error variance compo-

nents (see Steyer et al., 1992). In the present exam-

ple, 42% of the variance in the observed scores is

associated with the stable latent trait factor for con-

scientiousness.2 Or, if the researcher were interested

in situational effects on conscientiousness (e.g., if

midterm exams were given prior to the Week 2

measurement), the proportion of the total variance

2The instructions emphasized answering based only on the past week's behaviors.
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= 33.92, /7 = .

RMSEA = .000
Orderliness 1

Decisiveness 1

Reliability 1

Industriousnessl

Orderliness2

Decisiveness2

Reliability2

Industriousness2

Orderliness3

DecisivenessS

ReliabilityS
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FIGURE 21.2. Latent state-trait model. Consci is the conscientiousness latent construct; Order, Decis

(decisiveness), Reliab (reliability), Indust (industriousness) represent the four specific facets of

conscientiousness.

in the observed scores associated with the latent

state residuals could be computed. Steyer et al.

(1992) discussed a variety of potential methods of

partitioning the variance to produce estimates of

several diverse forms of reliability and stability that

may be useful in different research contexts. Steyer

et al. (1992) and Kenny and Zautra (2001) com-

pared several variants of the latent trait-state model.

Although the basic latent trait-state model has

several important strengths, it also has three limita-
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tions. First, like the autoregressive model, the basic

state-trait model focuses only on the relative order-

ing of a set of individuals. Clear interpretation of

findings requires there is not systematic growth or

decline for each individual over time. Otherwise,

more complex models that combine growth and

trait-state components are required (Tisak & Tisak,

2002). Second? the temporal ordering of the obser-

vations is not represented in the analysis. Otherwise

stated, the data from any two time periods (e.g., 2

and 3) can be exchanged without affecting the fit or

any important features of the model. Third, like

multitrait-multimethod models (Eid, 2000; Kenny

& Kashy, 1992), latent trait-state models can be

difficult to fit with many data sets. Data sets with

small state components or small method compo-

nents can lead to improper solutions. In general,

adding more time periods, more measures, and

more participants appears to improve estimation.

Steyer et al. (1999) present approaches that may be

used when there are problems in estimation.

Growth Curve Modeling
In longitudinal studies with three or more measure-

ment waves, growth curve modeling can provide an

understanding of individual change (Laird & Ware,

1982; McArdle & Nesselroade, 2003; Muthen &

Khoo, 1998). Researchers may study individual

growth trajectories and relate variations in the growth

trajectories to covariates that vary between individu-

als. They may also get better estimates of true growth

by studying the effects of covariates that vary over

time within individuals. We use the hierarchical mod-

eling framework here to describe the models.

Conceptually, growth curve modeling has two

levels denoted as Level 1 (within individuals) and

Level 2 (between individuals). At Level 1 we

describe each individual's growth using a regression

equation. We focus here on the simplest model,

linear growth. With linear growth we express the

measure Y(j of an individual i at time t as the sum of

the individual's linear growth plus a residual e that

represents random error at occasion t,

(1)

In Equation (1), xa is the time-related variable

such as age, measurement wave, or the elapsed time

following the occurrence of an event (e.g., surgery).

Note that xtt has two subscripts, t and i, indicating it

varies both over measurement occasions and across

individuals. The intercept af represents the predicted

level of Individual i on the measure when x(i= 0.

When time is scaled so that the first measurement

occasion equals 0, a{ may be interpreted as the indi-

vidual "initial status" or level on Y at the beginning

of the study. The slope j3; represents the individual

growth rate, the change in Yper unit of time. The

individual intercept a. and the individual slope fy

form a pair of growth parameters that characterize

the individual trajectory. Figure 21.3 shows hypo-

thetical linear growth curves of three individuals on

a variable Y over time. Note that the individuals start

at different levels (different as) and grow at different

rates (different j8;s). Other time-varying covariates

may be added as predictors to the Level 1 equation.

For example, suppose we collected daily meas-

ures of stressful events wtl and well-being Y(. in each

patient for 10 days immediately following minor

surgery. We can add the time-varying covariate w(i

to Equation (1). For patient i, we now have

Y = (2)

a. is patient i's predicted well-being (initial status)

at the completion of surgery; j3 is the rate of

increase in well-being (slope). These parameters

characterize each individual's growth function over

and above the temporal disturbances accounted for

by the time-varying covariate w(j. it. is the individu-

ally varying partial regression coefficient relating

stress to well-being for Individual i, and e(. is the

residual. Thus, Level 1 describes the change within

individuals.

In the simplest Level 2 model, we assume that

the set of a;s and the set of /3;s are normally distrib-

uted. The means and variances of these growth

parameters are estimated at Level 2. The means of

the growth parameters allow us to obtain a mean

trajectory for the whole group. To the extent that

the variances of the growth parameters are greater

than 0, there are differences between individuals in
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FIGURE 21.3. Growth trajectories for three individu-

als.

the growth patterns over time. With variation

across individuals, the two individual growth

parameters, ai and j8(, can become outcome vari-

ables to be regressed on time-invariant individual

background covariate variables. These background

variables can be experimental treatment conditions

(e.g., presurgical psychological intervention versus

no intervention) or stable individual difference vari-

ables (e.g., neuroticism). The Level 2 equations for

the intercepts and the slopes may be expressed as

(3)

where OC0 is the grand intercept (mean intercept

across N individuals), /30 is the grand slope (mean

slope across N individuals), and Z, is the time-

invariant covariate (e.g., neuroticism) and 8ai and

a are the residuals associated with at and /?f

respectively; and Ja and % are the regression coeffi-

cients. Besides the linear growth parameters, addi-

tional Level 2 equations may be written to account

for variation in the Level 1 regression coefficients

for the time-varying variables (e.g., daily stress) if

these are included in the model. Thus, at Level 2,

we model between individual differences in the val-

ues of the growth parameters (intercept and slope)

and the regression coefficients for the time-varying

variables.

Although we have focused on linear growth,

more complex patterns including quadratic growth,

growth to an asymptote, and other nonlinear forms

of growth may be modeled as the number of meas-

urement waves increases (Cudeck, 1996; Singer &

Willett, 2002). In addition, different time-related

metrics may be of focal interest such as age or

elapsed time since an event (e.g., surgery) or the

beginning of a developmental period (see Biesanz et

al., 2003).

Standard growth curve models can also be esti-

mated using structural equation modeling (Muthen

& Khoo, 1998; Willett & Sayer, 1994). Mehta and

West (2000) noted that the two approaches can

both typically be used and produce the same

results, but that some applications may be more

amenable to one of the approaches. The hierarchical

modeling approach discussed in this section may be

more flexible in representing some nonlinear forms

of growth. In contrast, the structural equation mod-

eling approach often has more flexibility in model-

ing the measurement structure using multiple

indicators of a construct at each time point and in

modeling complex relationships between multiple

series. Within the structural equation approach, fea-

tures of autoregressive models (Curran & Bollen,

2001; McArdle, 2001) and features of latent

trait-state models (Tisak & Tisak, 2002) can

be combined with growth models.

The modeling of change using growth curve

modeling described earlier calls for several very

strong assumptions regarding the measurement

scale. First, the repeated measurements must be

made on at least an interval-level scale. Otherwise,

the form of growth will be confounded by changes

in the size of the measurement unit at each point in

the scale. Second, there must be measurement

invariance over time—the relationship between the

observed measures and the underlying construct

must remain constant with the passage of time. For

example, items such as pushing and biting might

measure physical aggression at age 4. However, at

age 16 these items will no longer adequately reflect

aggression, precluding meaningful study of change

over time. On the other hand, if we measure aggres-

sion at age 16 with items like "threaten with gun or

knife" and "hit with objects," then the meaning of
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the construct has changed. (See Patterson, 1995, on

developmental change in constructs.) In such cases

in which the items on instruments do change over

the course of the study (e.g., different items on a

measure of math ability in first and fourth grades),

there is a need to ensure that the meaning of the

construct remains the same. Educational

researchers have been successful to some extent in

the area of assessing skills and knowledge using

vertical equating of overlapping test forms of

increasing difficulty levels (see section on vertical

equating). Similar techniques are not as well devel-

oped for longitudinal studies of psychological and

affective constructs.

Other Longitudinal Models
Our emphasis has been on several of the more com-

mon new longitudinal models for stability and

change using continuous latent variables. New

models for other forms of data have also been

developed. Space considerations did not permit us

to consider longitudinal modeling of discrete latent

classes (Langeheine, 1994; Lanza, Flaherty, &

Collins, 2003), combinations of continuous and

discrete latent variables (Muthen, in press), longitu-

dinal models for single subjects (Browne & Zhang,

in press; West & Hepworth, 1991), or the linear

logistic model with relaxed assumptions for meas-

uring change (Fischer & Formann, 1982).

MEASUREMENT OF CHANGE

For researchers who are interested in quantitative

change over time rather than (rank order) stability,

the measurements need to be made on a common

scale that achieves at least an interval level of meas-

urement over time. This property characterizes

many physical measurements such as height, blood

pressure, or counts of behaviors. However, this

property often does not characterize psychological

measures of attitudes and traits. Attempts to meas-

ure abilities, attitudes, or traits usually rely on the

collective strength of responses to individual items

within instruments. In the measurement of psycho-

logical traits, the response to each item is typically

assessed by either using a dichotomous response

(e.g., "I enjoy parties"—true or false) or a Likert-

type response scale that is essentially ordinal (e.g.,

"How much do you like parties?" rated on a 5-point

scale from "not at all" to "very much"). In current

research practice the same instrument is adminis-

tered at each measurement wave, and the total scale

score at each wave is used to model change. How-

ever, this practice involves several important

untested assumptions: (a) the scale is unidimen-

sional, (b) the total scores yields interval level

measurements, (c) the same total score would indi-

cate the same construct level over time, and (d)

there is measurement invariance over time. These

assumptions are seldom checked or addressed.

If the measurements are not made on an interval

scale, equal differences in scores over time at differ-

ent levels of the construct may not mean the same

amount of change in the construct. The measure-

ment unit stretches or shrinks as a function of the

level that is measured—the rubber ruler problem.

Desirable interval scale properties can usually be

achieved through careful scale construction and

through successfully applying measurement models.

External Scale Construction: Rasch and
Item Response Theory Modeling
Several methods exist for developing strong meas-

urement scales separately from the longitudinal

model of stability or change (see Rost & Walter,

chap. 18, this volume). These methods can be

applied to dichotomous or ordinal data. The scales

can be developed using the same or a different data

set from that used to test the longitudinal model.

The Rasch model (1-parameter; Rasch, 1960; Wright

& Masters, 1982; Wright & Stone, 1979) provides

interval-level measurement, and the 2-parameter

logistic Item Response Theory model (IRT; see

Embretson & Reise, 2000) provides a good approxi-

mation to interval-level measurement when the data

are consistent with the model. These are probabilis-

tic measurement models. For dichotomous items,

equal changes in the underlying latent construct cor-

respond to equal changes in the log of the odds of

endorsing an item, for any level of the latent trait.

For items with multiple ordered response cate-

gories (1 = "not at all," 2, 3, 4, 5 = "very much)

that typify Likert-type scales, there are extensions

of both the Rasch and the 2-parameter IRT models.
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A variety of polytomous models for multiple-

ordered response categories have been developed.

The Rasch extensions include the partial credit

model (Masters, 1982) and the rating scale model

(Andrich, 1978). The 2-parameter IRT extensions

include the graded response model (Samejima,

1969) and the modified graded response model

(Muraki, 1990). The basics of the Rasch model and

its extensions are described and illustrated by Rost

and Walter (chap. 18, this volume). Drasgow and

Chuah (chap. 7, this volume) explain and illustrate

the 2- and 3-parameter models in detail. In each of

these models, there are multiple probability curves

for each item, one for each response category. These

probabilities provide information on how each cate-

gory functions relative to other categories within an

item. These models produce good approximations

of interval level score estimates of the underlying

construct while treating the response categories as

ordinal. The interval level score estimates produced

can be used to model longitudinal change.

Simultaneous Longitudinal and
Measurement Modeling
Structural equation modeling permits simultaneous

modeling of the measurement structure and the

longitudinal model of stability or change. In the

measurement portion of the model, each latent con-

struct is hypothesized to be error free and normally

distributed on an interval scale. The structural part

represents the relationships between the latent con-

structs. This modeling approach can also be

extended to two or more ordered categories

(Muthen, 1984). This approach assumes that each

dichotomous or ordered categorical measured vari-

able is characterized by an underlying normally dis-

tributed continuous variable. For each measured

variable, c-1 thresholds are estimated that separate

each of the c categories (e.g., one threshold for a

dichotomous variable). If the assumptions are met,

then Muthen's approach will provide estimates of

the underlying factors that approximate an interval-

level scale of measurement. Indeed, Takane and de

Leeuw (1987) have shown that 2-parameter IRT

models and confirmatory factor models are identical

for dichotomous items under certain conditions.

Unfortunately, large sample sizes (e.g., 500-1,000

or more cases) are often required for the appropri-

ate use of structural equation modeling approach to

categorical data. Newer estimation methods may

offer promise of adequate estimation with smaller

sample sizes (Muthen & Muthen, 2004). However,

separate scale development using external methods

such as Rasch or IRT modeling will often be more

efficient.

MEASUREMENT INVARIANCE ACROSS TIME

In cross-sectional research, a major concern is

addressing the issue of measurement invariance

across groups. Does a set of items measure cogni-

tive ability equally well in African-American and

Caucasian populations? Does a standard measure of

extroversion or depression capture the same under-

lying construct in the United States and China?

Similar issues can arise in longitudinal research

when measures are collected over extended periods

of time. Does a standard measure of childhood

extroversion assess the same construct at age 12

and age 18? If change over time is to be studied,

the same construct must be measured at each time

point. Measurement invariance may be established

within either (a) the Rasch/IRT or (b) the confir-

matory factor analysis approaches.

Measurement invariance implies that the score

on the instrument is independent of any variables

other than the person's value on the theoretical con-

struct of interest. To illustrate how measurement

invariance might fail, consider a test of mathematics

ability for intermediate school students. Suppose

that the following item were devised: "A baseball

player has 333 at bats and 111 hits. What is his bat-

ting average?" Although this item clearly reflects

mathematical ability, it also reflects knowledge

about baseball—knowledge that is more likely to be

found in male than female students with the same

level of mathematics ability. Such items that exhibit

a systematic relationship with group characteristics

after controlling for the construct level are said to

be functioning differentially across groups. Differen-

tial item functioning (DIP) thus contributes to

measurement non-invariance across groups. Simi-

larly, if measurement invariance holds across time,

then the probability of a set of observed scores
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occurring is conditional only on the level of the

latent construct and is independent of any variable

related to time:

where Y is the set of observed scores, 9 is the level

of latent construct and X( is the set of time-related

variables such as age and testing occasion. For

example, an item such as, "Did you make your bed

this morning?" might be a good measure of the

orderliness facet of conscientiousness for college

students at the beginning of the semester, but not

during exam weeks. Only when measurement

invariance over time is established can we conclude

that the measurement scale for the underlying con-

struct remains the same. Of importance, measure-

ment invariance allows us to conclude that changes

in scores are the result of changes over time on the

construct of interest rather than on other character-

istics of the instrument or the participants.

Rasch and IRT Approaches

For unidimensional constructs with dichotomous or

ordered categorical items, the Rasch model and the

2-parameter logistic IRT model are commonly

used (see Embretson & Reise, 2000). The Rasch

model has one parameter (b.) for each item repre-

senting its difficulty (level), whereas the two-param-

eter IRT model has both a difficulty parameter (b,)

and a discrimination (slope) parameter (a.) for each

item. Assessment of measurement invariance across

time involves checking that the item parameters a.

and b. have not changed over time. If the data fit the

Rasch model, a. = 1 for each item so only the set of

bs will be checked. For measures with multiple

ordered categories, the item parameters correspon-

ding to each possible response category will need to

be checked for each item. These procedures work

very well for unidimensional scales that are often

developed for the assessment of abilities. Unfortu-

nately, current measures of many psychological con-

structs (e.g., many attitudes; traits) are very often

multidimensional, consisting of several underlying

factors or a major factor and several minor factors.

The use of Rasch and IRT procedures for the assess-

ment of measurement invariance is not as well stud-

ied for multidimensional psychological scales.

Confirmatory Factor Analysis Approaches

When data are continuous and there are one or

more underlying factors, confirmatory factor analy-

sis procedures may be used to test measurement

invariance. Meredith (1993) considered the issue of

measurement invariance across groups, and he

developed a sequence of model comparisons that

provide a close parallel to the IRT approach.

Widaman and Reise (1997) presented a clear

description of these procedures, and Meredith and

Horn (2001) have recently extended this approach

to testing measurement invariance over time. In

brief, a hierarchical set of models with increasingly

strict constraints are compared. First, a baseline

model is estimated. In this model, the value of the

factor loadings of each measured variable on an

underlying construct may differ over time. For

example, consider the model of conscientiousness

(Figure 21.1) discussed in the prior section on

"examining stability: autoregressive models." Sup-

pose we had allowed the factor loadings to vary over

time (Model 1) and this model fit the data. Such a

model, known as a configural model, would suggest

that similar constructs were measured at each meas-

urement wave. In contrast, imagine that although

the single factor of conscientiousness fit the data

adequately at Wave 1, over the course of a longer-

term study the conscientiousness factor split into

two separate factors—one factor representing order-

liness and reliability and a second factor represent-

ing decisiveness and industriousness. Such a result

would indicate the fundamental nature of the con-

scientiousness factor had changed over time (failure

of configural invariance), making difficult any inter-

pretation of stability or change in conscientiousness.

When the configural model fits the data (as in our

earlier example), we can investigate questions related

to the rank-order stability of the general construct.

Note, however, that the conscientiousness latent con-

struct (factor) at each measurement wave would not

necessarily be characterized by a scale with the same

units. To establish that the units are identical over

time, we need to show that the factor loadings are

equal across time. As we saw in the model represented

in Figure 21.1, the imposition of equal factor loadings

did not significantly affect the fit of the model in our

example. Thus, our study of stability was improved by
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our ability to correlate constructs measured using the

same units at each measurement wave.

Finally, suppose that we wish to establish that

the scale of the construct has both the same units

and the same origin over time (i.e., interval level of

measurement). Recall that this condition must be

met for proper growth modeling. To illustrate differ-

ences in the origin, consider that the Celsius and

Kelvin temperature scales have identical units (1

degree difference is identical on both scales). How-

ever, the origin (0 degrees) of the Celsius scale is the

freezing point of water, whereas the origin of the

Kelvin scale is absolute 0 (where molecular motion

stops). To establish that the origins are identical, we

need to consider the level of each measured variable

(mean structure) in addition to the covariance struc-

ture. If the origin of the scale does not change over

time, then the intercept (the predicted value on each

measured variable when the level of the underlying

construct 0 = 0) also must not change over time. If

the fit of a model in which the intercepts for each

measured variable are allowed to vary over time

does not significantly differ from that of a more

restricted model in which the each variable's inter-

cept is constrained to be equal over time, this condi-

tion is established.3 If this condition can be met,

then the level of measurement invariance over time

necessary for proper growth curve modeling has

been established. Widaman and Reise (1997) dis-

cussed still more restrictive forms of measurement

invariance that can be useful in some specialized

applications. Muthen (1996), Mehta et al. (2004),

and Millsap and Tein (in press) present extensions

of the confirmatory factor analysis approach that can

be used to establish measurement invariance for

multidimensional constructs measured by dichoto-

mous or ordered categorical measures.

VERTICAL EQUATING: ADDRESSING AGE-

RELATED CHANGES IN ITEM CONTENT

The items required to measure a latent construct

can change as participants age. In educational

research children are expected to acquire knowl-

edge and learn appropriate skills. For example, in a

test of mathematical proficiency, items related to

multiplication may be needed in third grade,

whereas items related to fractions may be needed in

sixth grade. The test forms for each grade level

must be equated onto a single common metric to

measure educational progress. Vertical equating

must be achieved externally prior to any longitudi-

nal modeling of the data.

Vertical equating uses Rasch models or the 2-

parameter IRT models to calibrate tests onto a single

common "long" interval scale. This "long" scale cov-

ers the full range of proficiency as assessed using

easier tests in the lower grade levels and more diffi-

cult tests in the higher grade levels. The equating of

test forms is made possible by embedding common

item sets in the test forms. The common item sets

serve as "anchor" or "link" items for the equating.

Any change in the probability of getting each item

correct should only occur if there is a change in the

individual's level on the underlying construct; other-

wise, the item is showing DIP as a function of grade

level. For example, an item that is assessing prob-

lem-solving skills at Grade 2 but is just assessing

routine skills at Grade 4 may very likely show DIF

Even though the wording of the item is identical,

this item functions differently across the two differ-

ent grades and will not make a good link item.

Thus, for unidimensional constructs vertical equat-

ing combines testing for DIF and establishing meas-

urement invariance of link items and linking scales

(see Embretson & Reise, 2000). Applications of

these equating procedures permit the development

of computerized adaptive tests (see Drasgow &

Chuah, chap. 7, this volume) that select the set of

items that most precisely assess each participant's

level on the underlying latent construct 6. Unfortu-

nately, vertical equating of multidimensional con-

structs is difficult to achieve because the rate or

form of growth may vary across dimensions so that

common item set(s) that adequately represent each

of the dimensions cannot always be constructed.

5The full confirmatory factor analysis model including mean structure can be expressed as Y = v + A?7 + e. Y is the p x 1 vector of observed scores,

v is p x 1 vector of intercepts, r\ is the m x 1 vector of latent variables, A is the p x m matrix of the loadings of the observed scores on the latent
variables 7J, and e is the p x 1 vector of residuals. For modeling longitudinal measurement, a model in which both A and v are constrained to be

equal over time must fit the data.
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In contrast to research on measures of educa-

tional progress and abilities, far less attention has

been given to equating psychological constructs like

traits and attitudes across age. Typically, the same

instrument is used at each measurement wave to

assess individuals on a construct of interest. This

practice is often appropriate when the time span-

ning the study is relatively short and the study does

not cross different periods of development. If the

reading level and the response format are appropri-

ate for the participants over the duration of the

study, serious age-related problems with the instru-

ment are unlikely to occur. However, when a meas-

ure crosses developmental periods, for example, in

a study that follows subjects from adolescence to

young adulthood, the instrument may not capture

the same construct adequately as subjects mature.

Some items may need to be phased out over time

while other items are being phased in. What results

are instruments that are not identical, but that have

overlapping items for different developmental peri-

ods. For example, the Achenbach Youth Self-Report

externalizing scale (YSRE) was developed for youth

up to age 18 (Achenbach & Edelbrock, 1987), and

the Young Adult Self-Report externalizing scale

(YASRE) was developed for young adults over age

18. Each measure has approximately 30 items, yet

only 19 of these items are in common across the

two forms. If participants were administered the

two forms of the YSRE during a longitudinal study

that crossed these developmental periods, the two

forms would need to be equated onto a common

scale if growth is to be studied. Such vertical equat-

ing of psychological measures is rare.

Many of the standard measures used in psychol-

ogy were designed for cross-sectional studies to

examine differences between individuals; they were

not developed for the study of change within an

individual across time. As an illustration, many tra-

ditional instruments used for research in develop-

mental psychological are normed for the different

ages. Norm-referenced metrics do not comprise an

interval scale and are often not suitable for captur-

ing change. One example of a norm-referenced met-

ric is the grade-equivalent scale (e.g., reading at a

fifth-grade level) used in measuring reading

achievement. Seltzer, Frank, and Bryk (1994) com-

pared growth models of reading achievement using

the grade equivalent metric and using interval-level

scores based on Rasch calibration. They found that

the results were very sensitive to the metrics used.

Theoretically, structural equation modeling

approaches could also be used for vertical equating.

However, McArdle, Grimm, Hamagami, and Ferrer-

Caja (2002) noted that such efforts to date with

continuous measures have typically involved

untestable assumptions and have often led to esti-

mation difficulties. At the same time, studies to date

have not carefully established common pools of

items (or subscales) that could be used to link the

different forms of the instrument. Mehta et al.

(2004) addressed vertical equating of ordinal items.

CONCLUSION

Researchers have increasingly recognized the value

of longitudinal designs for the study of stability and

change, for understanding developmental processes,

and for establishing the direction of hypothesized

causal effects. Researchers have increasingly gone

beyond the minimal two-wave longitudinal design

and now often include several measurement waves.

These multiwave designs potentially permit the

researcher to move beyond traditional analyses such

as correlation, regression, and analysis of variance

and use promising newer analysis approaches such

as the autoregressive, latent state-trait models, and

growth curve models presented in this chapter.4

These analyses can potentially provide better

answers to traditional questions in longitudinal

research. They also permit researchers to raise inter-

esting new questions that were rarely, if ever, con-

sidered within the traditional analytic frameworks.

For example, latent trait-state models can provide

definitive information about the role of states and

traits, a classic problem in personality measure-

ment. Growth curve models permit researchers to

identify variables that explain individual differences

4Ferrer and McArdle (2003) and McArdle and Nesselroade (2003) provide a review of these and several other recently developed longitudinal mod-
els that could not be included in this chapter because of space limitations.
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in growth trajectories, a question that was not

raised until the development of these models.

Longitudinal researchers, like researchers in

many other areas of psychology (see Aiken, West,

Sechrest, & Reno, 1990) have often paid minimal

attention to measurement issues. And historically,

such lack of attention could be justified because the

traditional measurement practices were "good

enough" to provide adequate tests of the hypothe-

ses. Answering questions within a traditional null

hypothesis testing framework about the simple

existence of a difference between means or of a cor-

relation does not require sophisticated measure-

ment. Ordinal level measurement provides

sufficient information. And statistical methods like

ANOVA and regression that were designed for

interval-level scales have proven to be relatively

robust even when applied to ordinal scales. So long

as the assumptions of the procedure (residuals are

independent, normally distributed, and have con-

stant variance) are met, the traditional measures

produce reasonable answers (Cliff, 1993). And

researchers could compensate for the loss of statisti-

cal power associated with the use of ordinal meas-

urement by moderate increases in sample size.

However, psychologists have begun to ask more

complex questions about the size and the form of

relationships. What is the magnitude of the effect of

treatment? How much do boys versus girls gain in

proficiency in mathematics achievement from

Grade 1 to 3? Does the acquisition of vocabulary in

children between 12 and 24 months show a linear

or exponential increase? Proper answers to such

questions require more sophisticated measurement.

There is an intimate relationship between theory,

methodological design, statistical analysis, and

measurement. Many traditional questions about the

stability of constructs and the relationship of one

construct to another over time can be adequately

answered even without achieving interval-level

measurement. Some added benefits do come from

interval-level measurement: More powerful statisti-

cal tests and a more definitive interpretation of

exactly what construct is or is not stable (and to

what degree) can be achieved. But, in contrast, as

psychologists ask increasingly more sophisticated

theoretical questions about change over time and

use more complex statistical analyses that are capa-

ble of providing answers to these questions, inter-

val-level measurement will be required. The

exemplary initial demonstrations of the newer sta-

tistical models for modeling change have deliber-

ately used interval-level measures. To cite two

examples, Cudeck (1996) reported nonlinear mod-

els of growth in physical measures (e.g., height)

and number of correct responses in learning. McAr-

dle and Nesselroade (2003) emphasized growth

models using a Rasch-scaled cognitive measure (the

Woodcock-Johnson measure of intelligence). As

these newer statistical models of growth are applied

to current measures of psychological characteristics

(e.g., attitudes, traits), the limitations of many cur-

rent measures will become more apparent. For

example, how can researchers distinguish between

linear growth and growth to an asymptote if they

cannot be confident that measurements have been

made on an interval scale? Evidence of measure-

ment quality traditionally cited in reports of instru-

ment development—adequate coefficient alpha,

test-retest correlation, and correlations with exter-

nal criteria—will not be sufficient for longitudinal

researchers who wish to model growth using the

newer statistical models that demand interval-level

measurement.

In this chapter we have emphasized four features

of longitudinal measurement for psychological char-

acteristics. These features can be viewed as desider-

ata that can help ensure that the measurement of

constructs over time is adequate for the study of

growth and change. These desiderata can be

achieved using Rasch or IRT approaches for dichoto-

mous or ordered categorical items and confirmatory

factor analysis procedures for continuous items.

1. Scales developed to measure the construct of

interest should ideally be unidimensional. In

cross-sectional studies, the use of scales with

more than one underlying dimension has led to

considerable complexity in the interpretation of

the results of studies using these scales. Although

multidimensional scales may be used in longitu-

dinal studies, interpretation will be challenging

because each of the underlying dimensions may

change at different rates over time.
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2. Scales should attempt to achieve an interval level

of measurement. The same numerical difference

at different points on the scale should indicate

the same amount of change in the underlying

construct.

3. Measurement invariance over time should be

established to ensure that the construct has a

stable meaning. Each of the items on the instru-

ment should measure the same construct at each

measurement wave. The goal is to produce

measures that assess only change on the con-

struct and not differential functioning of items as

their meaning changes over time.

4. Measures should use items and response formats

that are appropriate for the age or grade level of

the participants. The different forms of the meas-

ure must be linked and equated onto a single

common scale. This practice is commonly used

in educational research where procedures for

vertical equating of measures containing both

different and overlapping items have been well

developed. For psychological measures, this

issue of externally developing age-appropriate

measures will often arise in longer duration stud-

ies that cross different developmental periods.

Achieving these desiderata will provide a differ-

ent degree of challenge for different areas of longi-

tudinal research in psychology. Some existing areas

such as the study of physical growth and the

growth of cognitive abilities have long used meas-

ures that meet these desiderata. Emerging areas will

need to ensure that they address these issues as

they develop new measurement scales. And in

many other existing areas researchers will need to

rescale existing instruments to develop measures

that more adequately meet these desiderata. But, in

each case, there will be a clear payoff. Researchers

will have a substantially enhanced ability to ask and

properly answer interesting new questions about

change in important psychological constructs.
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USING MULTIPLE METHODS IN
PERSONALITY PSYCHOLOGY

Brent W Roberts, Peter Harms, Jennifer L. Smith, Dustin Wood, and Michelle Webb

In many ways, Campbell and Fiske's (1959) article

on multitrait-multimethod (MTMM) approaches to

construct validity has stood like a Platonic ideal for

personality psychologists since its publication. In

the ideal study, and scientific world, our constructs

should converge in a robust and coherent fashion

across diverse methods. Moreover, we should all

aspire to use multiple methods in both validating

our measures and in investigating our ideas. Inter-

estingly, that Platonic ideal is not realized as often

as expected. If one looks closely at the empirical lit-

erature in personality psychology, the expectation

that abstract constructs should converge across

methods is seldom met at the level implied in the

original article. This is not to argue that the Pla-

tonic ideal is not appropriate. Rather, one of the

major points we would like to make in this chapter

is that the ideal of the MTMM approach is often

taken too literally and is sometimes misused or mis-

interpreted. Why speak such apostasies? In large

part, because we are motivated to reiterate points

made, ironically, by Fiske himself (Fiske, 1971).

What are these points? The first is that different

methods, or modes as Fiske (1971) described them,

are seldom innocuous. Thus, the literal assumption

drawn from Campbell and Fiske (1959) that meas-

ures of similar constructs drawn from different

methods should converge quite robustly is not met

as often as we would like. This can lead to erro-

neous and nihilistic conclusions, such as the con-

struct of interest, like depression, does not exist

(e.g., Lewis, 1999). The second point is the

assumption that monomethod studies are problem-

atic, inadequate, and should be avoided at all costs.

Or, conversely, we should all be doing multimethod

studies. This directive fails to consider the empirical

fact just mentioned, which is that measures of the

same construct seldom correlate highly enough

across methods to warrant averaging across meth-

ods (Fiske, 1971). What are needed, rather than

mandates to perform multimethod studies, are the-

oretical models that successfully incorporate and

explain both the overlap and lack thereof of identi-

cal constructs across methods. In our following

review, we will attempt to highlight the few theories

and empirical examples that have done so.

Our third point is that the focus on multiple

methods has inadvertently led to a misguided boon-

doggle to search for the methodological holy grail—

the one method that deserves our ultimate

attention. Campbell and Fiske (1959) should not be

saddled with full responsibility for this phenome-

non beyond the fact that they made it clear that we

should be pursuing multiple methods. Leave it to

human nature that psychologists would take that

idea and try to one up the multimethod approach

by finding the ultimate method. Thus, we have had

hyperbolic statements made for and against particu-

lar methods made since the 1960s. People have

argued that self-reports are fundamentally flawed

and indistinguishable from response styles (Hogan

& Nicholson, 1988; Rorer, 1965), that observer rat-

ings are the seat of personality psychology (Hofstee,

1994), that projective tests do not work (Dawes,

1994), and that we should prioritize online meas-

ures over all other techniques (Kahneman, 1999).
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As will be seen in the following reviews, none of

these positions is defensible.

As the methods used are often tied inextricably

to the ideas in a field, we will first provide a work-

ing definition of the field of personality psychology

that will serve as an organizing heuristic for the

subsequent review. As will be seen, this is a true

case of form following function, as the content cate-

gories within the field of personality are each domi-

nated by specific methods. Then, we review recent

multimethod studies within and across the content

domains of personality psychology. We will end

with some thoughts about particulars of multi-

method approaches in personality psychology.

WHAT IS PERSONALITY PSYCHOLOGY?

Personality psychology is the study of the individ-

ual differences in traits, motives, abilities, and life

stories that make each individual unique (Roberts

& Wood, in press). Figure 22.1 depicts the primary

units of focus in our definition of personality, which

reflects what we describe as the neosocioanalytic

perspective on personality. For the purposes of this

chapter, we will focus on the left-hand portion of

the model and forgo a discussion of social roles and

culture, so as to focus on the traditional content

and methods of personality psychology. As can be

seen in Figure 22.1 there are four "units of analy-

sis" or domains that make up the core of personal-

ity: traits, motives, abilities, and narratives. These

four domains are intended to subsume most, if not

all, of the broad categories of individual differences

in personality psychology.

The first domain, traits, subsumes the enduring

patterns of thoughts, feelings, and behaviors that

distinguish people from one another. Or, more

euphemistically speaking, traits refer to what people

typically think, feel, or do. In this regard, we view

traits from a neo-Allportian perspective (Funder,

1991). From this perspective, traits are real, not fic-

tions of people's semantic memory. They are causal,

not just summaries of behavior. Moreover, they are

learned. Even with identical genetically determined

temperaments, two individuals may manifest differ-

ent traits because of their unique life experiences.

Much attention has been dedicated to finding a

working taxonomy of traits, and many accept the

Big Five as a minimal number of domains (Gold-

berg, 1993). We prefer the Big Seven (Benet-Mar-

tinez & Waller, 1997). The Big Seven adds global

positive and negative evaluation to the Big Five and

is a better representation of the entire trait domain.

We prefer this model because, as will be seen later,

one distinct characteristic of our definition of per-

sonality is the inclusion of reputation as a key ele-

ment that has been underemphasized in the field.

And although people may not describe themselves

often with terms such as "evil" or "stunning," they

do describe others in these terms.

Motivation, broadly construed, is the second

domain of personality and subsumes all the things

that people feel are desirable. We define the domain

of motives as what people desire, need, and strive

for—or perhaps more simply, what people want to

do. This category includes values, interests, prefer-

ences, and goals (e.g., Holland, 1997), in addition to

the classic notion of motives and needs (e.g., Mur-

ray, 1938). Currently, this domain is less coherent

than the trait domain because there is no working

taxonomy to organize the units of analysis. Nonethe-

less, there are striking commonalities across diverse

areas, such as motives, goals, values, and interests.

For example, in each of these domains of motiva-

tion, one can find superordinate themes of agency

(desire for status and power) and communion

(desire for acceptance and belonging). So, for exam-

ple, the primary motivational units have been

achievement, power (agency) and affiliation (com-

munion; Smith, 1992). The higher-order factors that

subsume most value dimensions also reflect power

and affiliation (Schwarz & Bless, 1992).

The third domain reflects abilities and the hier-

archical models identified in achievement litera-

tures—that is what people can do (Lubinski, 2000).

Specifically, intelligence is an individual's "entire

repertoire of acquired skills, knowledge, learning

sets, and generalization tendencies considered intel-

lectual in nature that [is] available at any one

period of time" (Humphreys, 1984, p. 243). Two

models of abilities prevail. The first decomposes

generalized intelligence (g), into constituent ele-
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Distal causes Units of Analysis

Traits
Big Seven

Positive & Negative Affect

Attachment Styles

Motives & Values

Goals

Interests

Life tasks

Abilities

g
Verbal, Spatial,

Quantitative

Narratives

Stories
Significant memories

Scripts

Ideological settings

Fulcrum of

assessment

Identity

Self-reports
Conscious,

subjective

experience

Distal causes

FIGURE 22.1. A neo-socioanalytic topographical model of personality psychology.

ments of verbal, quantitative, and spatial abilities.

The second decomposes g into two domains of fluid

and crystallized intelligence (Horn & Cattell,

1966). The most radical feature of our system is

that individual differences in ability should be a pri-

mary focus of personality researchers. How people

differ on abilities is clearly important from both

pragmatic and theoretical perspectives, and any

description of an individual life would be inade-

quate if it were not included.

The final domain focuses on the content of per-

sonal stories and narratives that people use to

understand themselves and their environments

(McAdams, 1993). A critical point to consider in

any model of personality is that although individ-

uals can be classified in terms of traits, abilities,

and goals, they often (if not generally) communi-

cate information about themselves quite differently

than a simple nomothetic classification on these

characteristics, and one common strategy is the

use of illustrative stories (McAdams, 1993) or

scripts (de St. Aubin, 1999). People find it very

easy to tell stories about themselves, others, and

their environments. These narratives in turn help

people create meaning and purpose in their lives

and, predictability, in the events they observe and

experience and provide explanations of how peo-

ple have come to be in their present circum-

stances.

The identification of these four domains is cur-

sory and deserves greater attention. Nonetheless,

we feel that this is a sufficient start to organizing

the units of analysis found within personality psy-

chology and, more clearly than other systems, iden-

tifies what we study and, in part, the methods we

use to study individuals.
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Personality Is a Multilevel Phenomenon
A key component of our neosocioanalytic perspec-

tive on personality is that the domains of traits,

motives, abilities, and narratives can be differenti-

ated in hierarchical terms (see Hooker, 2002;

Hooker & McAdams, 2003; Mayer, 1995; Roberts

& Pomerantz, in press). For example, at the broad-

est level of the trait domain one finds the personal-

ity traits found in standard omnibus personality

inventories. These are often the traits that make up

the now ubiquitous measures of the Big Five. The

midlevel of the continuum can be conceptualized

by narrow traits, such as the subfacets of the Big

Five (Roberts, Bogg, Walton, Chernyshenko, &

Stark, 2004). These constructs are broader than dis-

crete behaviors but less broad than traits, as they

are often constrained to specific roles and interper-

sonal contexts (e.g., relationships, work, and

friendships). Presumably, these midlevel constructs

are more stable than discrete behaviors and less sta-

ble than broad traits (e.g., Conley 1984). At the

most narrow level, we find the constituent elements

of traits: thoughts, feelings, and behaviors. So, for

example, one can be a depressed person, indicating

a broad generalizable pattern of depressed affect

across time and situation, yet experience different

daily moods or states that do not correspond

directly to one's trait level.

The hierarchical structuring of each domain of

personality adds another layer of methods on top of

the methods typically identified within personality

psychology (see following). So, not only can one

assess personality through global ratings of person-

ality traits, but also through daily mood ratings or

frequencies of behaviors. Or, similarly, one could

assess a person's motivations through broad ratings

of values and interests or the relevant actions they

take in their lives, such as exercising and eating

well as manifestations of valuing health. The infor-

mation gleaned from these different levels consti-

tutes different methods that are partially

overlapping, yet distinct in important ways.

The Methodological and Conceptual
Fulcrum: Identity and Reputation
According to our conceptualization of personality,

the components of personality are manifest in two

psychological media: the identity and the reputa-

tion. Identity reflects the sum total of opinions that

are cognitively available to a person across the four

units of analysis described earlier. We use the term

identity for several reasons. The most important rea-

son is the fact that identity pertains to both the

content of self-perceptions and the meta-cognitive

perception of those same self-perceptions. Specifi-

cally, people can simultaneously see themselves as

"outgoing" and a "carpenter" and feel more or less

confident about those self-perceptions. Or, people

can see themselves as agreeable (self-percept) and at

the same time see their agreeableness as changeable

or not (meta-cognitive percept). These latter meta-

cognitive aspects of identity, reflected in constructs

such as entity versus incremental orientation

(Dweck & Leggett, 1988), identity achievement,

identity clarity, and importance, play a significant

role in personality assessment and development

(Roberts & Caspi, 2003).

Reputation is others' perspectives about a per-

son's traits, motives, abilities, and narratives (Craik,

1993). There is a tendency to consider observer rat-

ings, or in this case, reputational ratings, as higher

quality than self-reports (Hofstee, 1994). This posi-

tion holds some merit, as a good assessment of a

person's reputation entails asking the opinion of

more than one person. Thus, reputational ratings,

by their very nature, are often intrinsically more

reliable than self-reports because self-reports only

entail the opinion of one person. Reputations also

guide significant decisions, such as whether to hire

a person, admit them to graduate school, marry

them, or simply be their friend.

From our perspective, the self-reports used to

assess identity and the observer ratings used to

assess reputation both afford unique, yet flawed,

information about a person. Certain psychological

phenomena, such as feelings of anxiety, may best be

accessed through self-reports of identity. On the

other hand, determining a person's true levels of

agreeableness might be better assessed through the

opinion of their friends and relatives who may be

less defensive about another person's behavior than

their own. Each perspective is potentially defective,

in that neither the persons reporting on themselves

nor the persons reporting on a friend or relative are
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perfectly accurate. Accepting the fact that there are

two flawed and distinct ways to understand a per-

son confronts and solves several dilemmas that

have plagued personality psychology for decades.

For example, it automatically incorporates the fact

that people can and do attempt to manage their

identity to shape their reputation. People do not

always tell the whole truth about themselves to

employers, friends, family, and strangers. Self-pres-

entation is a fact in human nature and must be suc-

cessfully incorporated into any theory of

personality and cannot be incorporated without a

distinction between identity and reputation (Hogan

& Roberts, 2000).

Despite the spirit of the MTMM approach

spelled out by Campbell and Fiske (1959), the

convergence of self-reports and observer ratings of

personality and other phenomena has never been

as high as one would hope. In most cases, the con-

vergence averages between .3 and .6 (Funder,

1987). One of the clear conceptual and method-

ological advances in the field of personality psy-

chology is the Realistic Accuracy Model (RAM;

Funder, 1995), which provides a clear theoretical

model identifying why identity and reputation are

not more highly correlated. In this model, for a

strong tie to exist between self-reports and

observer ratings four conditions must hold. First,

the person being perceived must do something rel-

evant to the psychological dimension of interest. If

one wants to judge whether a person is conscien-

tious or not, then it is imperative that they act in a

conscientious fashion. Second, the behavior,

thought, or feeling must be displayed in a way that

it is made available to the observer. Like the

proverbial tree falling in an empty forest, private

actions do little to influence one's reputation,

unless of course they are made public. Third, the

observer must detect the behavior. If the person

watching does not perceive the behavior, then it

might as well not have occurred. Finally, the

observed act must be used in an appropriate way.

For example, to some people, being clean may be a

sign of conscientiousness, whereas to others it may

be an indication of neuroticism (e.g., obsessive-

ness). The extent to which these four conditions

hold determines the level of correspondence

between self and observers across psychological

domains.

The RAM model has implications beyond the

relationship between observer/reputation and self-

reports/identity. It also applies to the accuracy of

self-reports themselves, in the absence of any

observer data. For example, we often ask young

people to rate themselves on a variety of personality

dimensions without ever asking ourselves whether

these individuals make good judges of their own

personality. For example, a young person may be

more than willing to say that they are a good leader,

based not on experience but on the hope that some-

day they will become one (relevance). Or, quite

possibly, a person may do something relevant to a

trait but not notice it (detection). That is to say,

people may not be aware of the importance or rele-

vance of the diagnostic nature of their own behav-

ior. Finally, people may use self-relevant

information in idiosyncratic ways that might not

conform to how scientists define or understand a

nomothetically derived construct. With the excep-

tion of the availability stage of the RAM model, it

seems that the remaining mechanisms for accuracy

can be applied to a number of issues across psy-

chology and personality psychology in particular.

Measures of identity and reputation also do not

correlate as high as expected because they are

assessed through distinct methods that afford differ-

ent types of information (see Meyer et al., 2001).

Clearly, identity-related assessments permit greater

access to internal states and experiences that do not

happen or are not visible in the company of others.

Reputations, on the other hand, may be less tar-

nished with self-enhancement tendencies and pro-

vide a more objective profile of the information that

is publicly available to people or experts (Hofstee,

1994). Reputational information may not be ideal

because its validity is undermined by the fact that

observers do not have complete access to a person's

thoughts, feelings, and behaviors (Spain, Eaton, &

Funder, 2000), although conversely, individuals

may be unaware of some of their own behavioral

tendencies that impact their reputations. Using both

identity and reputational information and under-

standing their relationship is paramount for the sci-

ence of personality. We will find that the distinction
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between identity and reputation runs through each

of the domains of personality psychology and often

acts as a fulcrum for understanding multimethod

studies in personality psychology.

The methods found within the categories of

identity and reputation can be further divided into

the set of methods that have historically dominated

the field of personality psychology. Broadly speak-

ing, methods of assessment in personality psychol-

ogy can be organized around the acronym "LOTS"

(Block, 1993). L stands for life data, or the narrative

content of a person's life. O stands for observer

data, which can come from peers as well as trained

professionals. T stands for test data and typically

reflects objective performance measures. And finally,

S stands for self-reports, or the subjective inferences

we have about ourselves. Typically, S and L data are

acquired through self-report techniques of ratings

or interviews. T and O data are acquired through

observer reports because the tests typically have to

be scored by computer or person, and observer rat-

ings clearly must be acquired through peers, family

members, or interviewers. These four approaches to

assessment subsume the majority of the method-

ological efforts in personality psychology.

MULTIPLE METHODS WITHIN THE

NEOSOCIOANALYTIC FRAMEWORK OF

PERSONALITY

A more complete conceptualization of personality

psychology points to many ways in which multiple

methods can be brought to bear on the study of per-

sonality. First, within each domain of traits,

motives, abilities, and narratives there are rich

methodological traditions and differences. So, for

example, traits have often been assessed using self-

reports of typical behaviors. Similarly, motives and

goals have been assessed from the perspective of the

person (e.g., S data) and the psychologist who inter-

prets a projective test such as the TAT (e.g., O data).

Cognitive ability has been traditionally assessed

through tests of maximal performance (e.g., T data),

but can also be assessed via self-reports. In contrast,

the narrative approach focuses on open-ended inter-

views, written responses, or biographical documents

to understand individual differences (e.g., L data).

The field of personality typically utilizes diverse

methods in an attempt to understand how individu-

als differ from one another. This also makes studies

that combine assessments from each of these dis-

parate domains intrinsically multimethod studies.

We highlight examples of these types of studies

from each domain.

There are more traditional multimethod

approaches within each domain of personality. For

example, within the domain of personality traits,

evaluating the efficacy of self-reports and observer

ratings has been a constant struggle for several

decades. Within the motives domain a long-stand-

ing controversy has been whether to assess motives

using implicit or explicit techniques. We will high-

light studies within each domain that have endeav-

ored to use more than one method within domain.

Multiple Methods and Personality Traits
As we noted, one of the persistent disputes in per-

sonality psychology is between those who believe

that self-reports or observer methods should hold

priority in the field. The programmatic efforts of

David Funder and his colleagues demonstrate that

multiple methods bring multiple perspectives to

our efforts to understand the behavioral manifesta-

tion of personality traits. For example, people judg-

ing the behaviors of others perceive different cues

as more relevant to personality than the individuals

themselves (Funder & Sneed, 1993).

In other studies, the usefulness of self- and

observer ratings of personality have been tested

across a variety of domains, including predicting

behavior, emotions, and personal negativity. The

key to testing the utility of different methods is sep-

arating the perspectives of self and observer from

the criterion of interest. To do this, Kolar, Funder,

and Colvin (1996) set up a study in which the par-

ticipants provided self-report personality ratings,

close acquaintances provided an additional set of

personality ratings, and the behavior of participants

was coded from videotaped interactions. Thus, the

two sets of predictors and criteria did not suffer

from methodological overlap. For behavior in a typ-

ical social setting, such as meeting a stranger or

having a discussion, observer ratings tended to pre-

dict behavior better than self-reports (Kolar, Fun-
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der, & Colvin, 1996). For example, the correlation

between self-reported tendency to initiate humor

and actual behavior of initiating humor was .09. In

contrast, a composite of the rating of the partici-

pants' tendency to initiate humor of two close

acquaintances correlated .23 (p <.05) with actual

behavior. Clearly, what we believe to be a joke is

not perceived by others to be funny, which might

explain why more people don't laugh at our jokes.

Spain et al. (2000) used a similar design to both

replicate Kolar et al. (1996) and extend the design

to see if self-reports might be superior in specific

settings, such as when one is predicting emotion

rather than behavior. Consistent with expectations,

self-reported personality ratings were more strongly

related to experience sampling assessments of emo-

tion than observer ratings of personality traits. This

presumably derives from the fact that emotions are

internal events that are not always shared with oth-

ers as overt, visible behaviors. Their private nature

makes them a natural target for self-reports rather

than observer ratings. Interestingly, self-reported

personality ratings did better than observer ratings

of personality in predicting social interactions. For

example, self-reported extraversion was correlated

with demonstrating social skills, as judged by a set

of trained raters, whereas a composite of acquain-

tance ratings was essentially uncorrelated with the

same behavior. In fact, for extraversion, self-reports

were twice as good as observer ratings of extraver-

sion in predicting behaviors.

Clearly, based on this research alone, we cannot

make any strong generalizations about the superior-

ity of self-reports and observer ratings of personal-

ity. This is itself important, as it undermines claims

that any given perspective is superior. Studies that

actually use multiple methods arrive at more equiv-

ocal conclusions. This point is driven home con-

ceptually in a review of the utility of psychological

assessment (Meyer et al., 2001). In describing the

importance of using multiple methods of personal-

ity assessment in clinical settings, Meyer et al.

(2001) argued that each method affords a clinician,

and by default a researcher, information that may

not be strongly overlapping, yet still quite valid.

That is to say that asking parents about a child's

depression may not result in high agreement with

the child's assessment (e.g., Lewis, 1999). Rather

than seeing this as an indictment of either perspec-

tive or the construct of interest, we should use both

of these perspectives and more (e.g., teachers,

peers, siblings) to gauge the nature and progress of

the phenomenon. For example, a child may have

effectively hidden depression from his or her par-

ents, but not hidden the same phenomena from his

or her peers. The discrepancy itself may be both

interesting and relevant to the experience of depres-

sion, as it might reflect alienation and disengage-

ment from parents that might be a contributing

factor to the depression.

The perspective that no single method holds pri-

ority extends to arguments against the use of pro-

jective measures (Dawes, 1994). For example, in

our meta-analysis of the longitudinal consistency of

personality trait measures (Roberts & DelVecchio,

2000), we found that projective measures of per-

sonality traits were as consistent as observer and

self-report methods of personality assessment.

Moreover, in particular cases, projective measures

outperform other methods, such as in the assess-

ment of dependency (Bornstein, 1999). This does

not to provide a ringing endorsement for projective

tests, as it is clear that specific projective tests and

particular measures derived from projective tests do

not demonstrate adequate reliability and validity

(Lilienfeld, Wood, & Garb, 2000). Nonetheless,

blanket statements that they should not be used are

not warranted given the evidence.

The idea that perspectives that differ in terms of

their hierarchical relationship to personality provide

different, yet equally valid information was demon-

strated nicely by a recent study of satisfaction with

one's vacation (Wirtz, Kruger, Napa-Scollon, &

Diener, 2003). In this study, participants rated how

satisfied they thought they would be with an upcom-

ing vacation. In addition, they completed an online

assessment of their emotional experiences during

the vacation using experience-sampling methods. A

week later, they rated how satisfied they were with

their vacation. Interestingly, anticipated and retro-

spective ratings of satisfaction were much higher

than online ratings of satisfaction, indicating a slight

disjoint between actual experience and higher-order

evaluations of that same experience. Moreover, the
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different methods yielded different information. The

online experiences were strong predictors of the ret-

rospective ratings of satisfaction, which were in turn

the most important predictor of wanting to go on a

similar vacation in the future. The effect of actual

experience on the desire to go on a similar vacation

was entirely mediated by the higher-order general-

izations about satisfaction, which indicates that the

different methods yielded complementary informa-

tion rather than redundant information. This study

counters the argument that online assessments

should be prioritized over broader, sometimes retro-

spective reports of personality (e.g., Kahneman,

1999), as it was the global self-reports that predicted

long-term intentions rather than direct, behavioral

measures of experience.

Within the trait domain, we find many of the

classic arguments about multiple methods, such as

the utility of self-reports versus other ratings and

newer perspectives manifest in assessing personality

across multiple levels of breadth or across different

contexts. Consistent with the neosocioanalytic

framework that a differentiated conceptualization of

personality leads to a multimethod approach, each

of these different methods revealed complementary

and useful information. What we still lack, of

course, are theoretical systems to account for the

complementary rather than overlapping nature of

the information gleaned from different methods.

Systems like the RAM model are a step in the right

direction, but more conceptual and theoretical work

is needed.

Motives and Goals
Research in the domain of motives has had two

major methodological and theoretical schools,

which address the study of this broader question in

quite different ways. The first school, the need

approach to motivation, begins with the assumption

that people are often unaware of the fundamental

forces that motivate their behavior. The second

major school, the goal approach, attempts to under-

stand explicit motives and interests as the means to

reach a deeper, underlying understanding of moti-

vation. Need theorists believe that motivation is not

accessible through conscious processes and that it

should be interpreted through expert analysis of

material generated by a person without their

knowledge of what is being assessed. In contrast,

goal theorists have no qualms about assessing goals

using conscious processing.

The need approach to motivation is clearly con-

nected historically to the use of the Thematic

Apperception Test (TAT), which was initially devel-

oped by Murray (1938). Following the belief that

individuals are unaware of their motives and unable

to report accurately on them, the TAT was designed

as a projective technique under the belief that

"when a person interprets an ambiguous social situ-

ation he is apt to expose his own personality as

much as the phenomenon to which he is attending"

(p. 531). These observations together form the the-

oretical basis of the TAT, where participants are

asked to take the part of story-writers and create

stories on the basis of ambiguous pictures.

Although the traditional TAT paradigm is the one

most commonly associated with the assessment of

Murray's needs, several alternative routes to the

assessment of Murray's needs have been developed.

For instance, Schmalt (1999) developed a "semipro-

jective" grid technique in which individuals are

asked to rate what characters in TAT-like pictures

are thinking or feeling from a fixed set of options.

The second school of thought within the domain

of motivation is that of the goal approach, which

begins by asking individuals what they are typically

trying to do in their everyday lives. Whereas theo-

rists working within the need approach to motiva-

tion state that behavior is determined largely by

discrepancies between actual states and unconscious

motives, goal theorists believe behavior is largely

influenced by discrepancies that are consciously

accessible (Emmons, 1986, 1989). Further, whereas

needs are conceptualized as broad, decontextualized,

and fundamental constructs (Winter, John, Stewart,

Klohnen, & Duncan, 1998), goals are assumed to

vary hierarchically in their level of abstraction, rang-

ing from specific and short-term goals such as "what

I'm currently concerned with doing" (Klinger, 1975;

Little, 1983), to more-enduring midlevel constructs

such as personal strivings that reflect "what I'm typi-

cally trying to do" (Emmons, 1986) and finally to

more broad and long-term life goals such as estab-

lishing a career or finding a relationship partner
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(Roberts & Robins, 2000). Each of these levels is

associated with a slightly different method, although

generally these methods are idiographic, allowing

respondents to give open-ended responses to the

instructions and rely on conscious acknowledge-

ment of one's aspirations.

Consistent with Fiske's (1971) argument that

method can have a profound effect on construct

validity, one of the long-standing controversies

within the field of motivation is whether implicit or

explicit methods of assessing motivations assess the

same constructs. McClelland, Koestner, and Wein-

berger (1989) argued that measures such as the TAT

and questionnaire measures such as the Jackson

PRF are measures of distinct constructs, labeled

implicit needs and self-attributed needs, respectively.

Presumably, implicit measures should predict oper-

ant behaviors that are relatively uncontrolled by the

environmental, such as job level attained in organi-

zations and behavior occurring under natural con-

ditions (McClelland, 1980). Self-attributed motives

should be more predictive of respondent behaviors,

such as school grades, personality, and intelligence

tests, where the behavior is elicited and constrained

by environmental stimuli.

In a meta-analysis of the literature on achieve-

ment motivation comparing the utility of self-attrib-

uted ratings of motives to implicit measures of

motives, Spangler (1992) found support for this

hypothesis. Implicit measures were more predictive

of outcomes when attaining the outcomes involved

challenges or incentives that were intrinsic to the

task, such as moderate risk and time pressures,

whereas self-attributed measures were more predic-

tive of performance in tasks that involved social

incentives, such as challenging goals set up by the

experimenter or norms that encouraged achieve-

ment. Interestingly, implicit motives were also

found to decrease in their relation to task perform-

ance when the number of social incentives involved

with the task was high. Consistent with the inter-

pretation of implicit needs as somewhat akin to

intrinsic motivation, Spangler suggested that social

incentives may conflict or otherwise suppress the

effect of implicit needs on performance.

Recently, research has attempted to form a more

complete picture of the associations between motive

measures by looking simultaneously at the meas-

ures used by need and goal theorists. Ernmons and

McAdams (1991) examined the relations between

the Jackson PRF, personal strivings, and TAT meas-

ures for the assessment of the achievement, affilia-

tion, intimacy, and power motivations. The authors

found modest relations between matching TAT and

striving categories for achievement, intimacy, and

power motives, indicating that, to some extent,

these methods may be measuring the same underly-

ing construct. On the other hand, the self-reported

PRF was related to matching dimensions of per-

sonal strivings for power and achievement meas-

ures, but was irregularly related to the TAT motives.

For instance, self-reported dominance was related

positively to TAT achievement, but was unrelated to

TAT power. The authors concluded that personal

strivings may lie somewhere between self-attributed

motives and implicit motives in that strivings

appeared to relate to the TAT and PRF better than

these scales relate to each other.

However, a second study looking at motives for

power, affiliation, and achievement (King, 1995)

failed to replicate Emmons and McAdams' (1991)

findings. King (1995) failed to find direct relation-

ships between the TAT and a battery of other

motive measures, including the PRF as well as striv-

ings, reported wishes, and early memories coded

using Winter's (1991) running text system. This

study also failed to find relationships between the

PRF and strivings measures of power or affiliation

motives. The lack of relationship between the PRF

and TAT motives conformed well to Spangler's

(1992) finding of an average correlation between

TAT and self-attributed motives of r = .09 across 36

studies, which suggests that implicit and self-attrib-

uted motives are not independent, but are very

nearly so. Although clearly more research needs to

be done, it seems reasonable to conclude from these

studies that the degree of commonality between

implicit and explicit methods of assessing motives

is not high.

The controversy over implicit and self-attributed

needs has fostered an environment in which very

few researchers have combined motive measures

with personality measures from the other three

domains of personality (i.e., trait, ability, or narra-
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live). In their attempt to integrate the domains of

traits and motives, Winter et al. (1998) suggested

that implicit motives and personality traits gener-

ally interact in their prediction of life outcomes.

More specifically, they hypothesized that motives

represent a person's fundamental goals and desires,

whereas traits channel the expression of these

motives toward specific paths. In looking at extra-

version in combination with affiliation and power

motivation in two samples of women, the authors

found extraverts preferred volunteer work, com-

bined family and work roles more frequently, and

had more stable romantic relationships—but only if

they were also high in affiliation motivation. Simi-

larly, extraverts rated work relationships as more

important than introverts, but only if they also were

high in power motivation. In some cases, crossover

interactions were found, where extraverts had more

satisfying relationships than introverts when both

were high in affiliation motivation, but the reverse

was true when both were low on the motive. Win-

ter and his colleagues had hypothesized this last

interaction by considering the introverted, low-affil-

iation individuals as most effective at working alone

and unconcerned about the opinions of others,

whereas introverted high-affiliation individuals

desired friendship and affection but were ineffective

at maintaining it because of their awkwardness in

interpersonal situations. It is interesting to note that

for all of the life outcomes the authors investigated,

main effects between traits and motives were rare,

and the importance of the constructs would be

missed if considered separately.

Although some studies exist examining the rela-

tionship between different motive measures, we

found surprisingly few studies that have looked at

the simultaneous interplay of motive and other per-

sonality constructs in the prediction of other out-

comes. We suggest that not examining motives in

combination with other domains results in a failure

to fully understand the importance of motives, or

worse, it may lead to erroneous conclusions about

what motives are and do. For instance, early

research on achievement motivation was stymied

for decades by the empirical finding of negative

relationships between the motive and variables such

as popularity (Boyatzis, 1973). Given the current

theorizing concerning trait-motive relationships,

this can now be understood as a by-product of an

achievement-extraversion interaction, which

explains how extraverts and introverts differentially

handle their level of achievement motivation (Win-

ter et al., 1998).

The domain of motives, much like the domain

of traits, is marked by the use of distinct methods

that do not converge as highly as one would like. In

part, this divergence is consistent with the theoreti-

cal underpinnings of the two approaches.

Researchers who adopt the implicit motive

approach are skeptical of cognitive appraisals of

needs. In contrast, researchers who use the self-

attributed approach find this less problematic. It is

clear from the studies using these two approaches

that they both bring independent complementary

predictive variance to the research endeavor. Fur-

thermore, when combined with methods and con-

structs from the trait domain, we find clear

predictions of important life outcomes (Winter et

al., 1998).

Abilities
Assessing intelligence has traditionally focused on

multiple forms of test data (T data). Standard meas-

ures of intelligence typically attempt to gather

information on a wide variety of traits considered to

be at the core of general mental ability. However,

numerous efforts have been made to move beyond

traditional assessment approaches. These have

included measures of specific cognitive abilities,

intellectual interests, and self-report measures of

intelligence.

Testing cognitive abilities has traditionally

included a variety of measurements and techniques,

such as problem-solving tasks, assessments of

school performance, information acquisition tasks,

as well as matrix problems that require highly

abstract conditional discriminations. The reason for

the success in tapping general cognitive abilities

using a variety of techniques largely has to do with

the degree to which general mental ability perme-

ates all learning, reasoning, and problem-solving

abilities. Further, aggregations of measures of spa-

tial skills, verbal reasoning, and quantitative abili-

ties measure general mental ability more efficiently
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than aggregations of information items because the

reasoning problems used in these measures typi-

cally capture a greater degree of common-factor

variance associated with g (Gustafsson, 2002). Con-

sequently, the most popular measures of general

mental ability include a variety of assessments

designed to tap several broad domains highly

related to general mental ability, such as verbal,

quantitative, reasoning, and visuospatial skills.

The search for alternative methods of measuring

general mental ability more purely has often led to

the use of elementary cognitive tasks (ECTs) that

measure processing speed and working memory

(Jensen, 1998). These tasks highlight the hierarchi-

cal nature of intelligence and our earlier point that

assessments across different levels of abstraction

typically constitute related but different methods.

ECTs have proved to be a popular alternative

methodology for measuring general mental ability

because such tasks avoid the bias that may be intro-

duced in measurement by prior training and experi-

ence. It also is argued that basic cognitive

mechanisms underlie all thinking, reasoning, and

decision-making processes, and therefore such

mechanisms would be substantially related to gen-

eral mental ability (Kyllonen & Christal, 1990).

Interestingly, Carroll's (1993) analysis of the

structure of general mental ability showed that tasks

measuring reaction time, inspection time, and dis-

crimination ability were only weakly related to gen-

eral mental ability. Indeed, early skepticism

regarding the efficacy of using such measures to

measure general mental ability was the result of

such measures being used in isolation. However, it

has been demonstrated that scores on such experi-

mental tasks can be aggregated to form a reasonable

representation of general mental ability if enough

experiments are carried out across a variety of cog-

nitive task domains (Green, 1978). It has been

noted that correlations between combined reaction

time scores from a number of ECTs and general

mental ability approach the size typically seen with

psychometric power tests (Jensen, 1998). Further,

the combined scores from a number of ECTs can be

used to predict upward of 70% of the heritable part

of the variance in general mental ability. For the

purposes of experimentation, it should be noted

that aggregations of ECTs form two general factors,

perceptual speed and working memory (Ackerman,

Beier, & Boyle, 2002). These factors are, as a result

of aggregation, both highly related to general mental

ability, with working memory being the more highly

related to g of the two (Ackerman et al., 2002).

Another approach to measuring general mental

ability has been to use self-reports of intelligence or

intellectual engagement (Paulhus & Harms, 2004).

This approach has been much maligned by intelli-

gence theorists because of the fact that self-report

intelligence measures rarely exceed validities of .50

with typical tests of maximal performance of cogni-

tive ability (Paulhus, Lysy, & Yik, 1998). Nonethe-

less, the search for better self-report measures has

persisted because of the interest in finding a non-

stressful and easily administered technique for

obtaining performance information.

One of the more comprehensive and successful

self-report measures of intelligence has been the

Typical Intellectual Engagement (TIE) scale devel-

oped by Goff and Ackerman (1992). The premise

behind this scale is that knowledge is accumulated

over time through effort and motivated engagement

in learning. It is therefore believed that this meas-

ure will better reflect daily behavior because it con-

stitutes a test of typical intellectual performance.

This is distinguished from a test of maximal intel-

lectual performance, such as an SAT test, where it

can be assumed that the individual is bringing their

full cognitive resources to bear to succeed and

attain a better outcome.

The TIE scale has been instrumental in integrat-

ing measures of the components of Ackerman's

PPIK theory, a multimethod approach to under-

standing intellectual functioning that integrates

intelligence-as-process, personality, interest, and

intelligence-as-fenowledge (Rolfhus & Ackerman,

1999). By assessing each of these domains, Rolfhus

and Ackerman attempted to get a better approxima-

tion of the contribution of each to scores on knowl-

edge and intelligence tests. Participants' general

mental ability was assessed using a composite of

verbal, mathematical, and spatial abilities. Their

personalities and interests were assessed using stan-

dard measures of the Big Five personality traits,

interests, and typical intellectual engagement. Sub-
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jects also completed a battery of tests measuring

their knowledge in a wide variety of domains

including humanities, sciences, civics, and mechan-

ics. This study demonstrated that a substantial

higher-order Knowledge factor emerges from factor

analysis of the knowledge domains that accounts

for approximately 50% of the variance in domain

knowledge. Further analyses showed that this gen-

eral factor was significantly correlated with crystal-

lized intelligence, which was represented by a

composite of verbal ability tests. This suggests that

the general knowledge factor is highly related, but

not identical, to crystallized intelligence. These

findings also suggest that a substantial part of the

variance in knowledge test performance remains to

be predicted by more domain-specific influences,

such as interests and personality. For instance,

Extraversion was shown to be negatively related to

all but one of the domain knowledge tests, with

Openness to Experience and Typical Intellectual

Engagement also demonstrating significant, positive

relationships across the knowledge domains. Mea-

sures of interests also proved to be related to

domain knowledge scores, but were more specific

with regard to matching content domains. Realistic

interests were related to mechanical knowledge

domains, Investigative interests were mostly related

to science domains, and Artistic interests were most

highly related to knowledge domains that reflected

the humanities.

Like the domain of motives, one finds that com-

bining tests of cognitive ability with measures taken

from other domains, and thus other methods, maxi-

mizes our ability to predict important outcomes.

One of the best multimethod studies that integrated

multiple measures of intelligence, knowledge, inter-

ests, and personality measures to real-world per-

formance outcomes was Project A (Campbell,

1985). Borman, White, Pulakos, and Oppler (1991)

analyzed data from 4,362 first-term soldiers in nine

U.S. Army jobs. Subjects were assessed for cognitive

ability using the ASVAB, as well as job knowledge,

dependability, and achievement orientation meas-

ures that were developed for the study. To assess

performance, hands-on proficiency measures and

supervisory ratings were taken, and the number of

disciplinary actions and awards received were

recorded. Path modeling demonstrated that

although achievement orientation and dependabil-

ity made independent, although small, contribu-

tions to supervisory ratings, the impact of general

mental ability on supervisory ratings of job per-

formance was completely mediated by job knowl-

edge, which in turn was mediated by task

proficiency. Further, dependability was positively

related to job knowledge and negatively related to

disciplinary actions. Achievement orientation was

positively related to the number of awards a soldier

received. The model demonstrated by this analysis

shows that although general mental ability has a

huge impact on job knowledge, and job knowledge

is substantially related to task proficiency, it is by

no means the largest of the contributors to job per-

formance ratings by supervisors. Personality factors

and outcomes associated with personality factors

also make significant direct contributions to super-

visory ratings.

There are many different approaches to the

study and measurement of general mental ability.

The most successful approaches, and consequently

the most widely used, have used measures from

across content domains to gain a fuller representa-

tion of the cognitive functioning required in reason-

ing, decision making, and other thought processes.

Alternative approaches such as information process-

ing techniques using elementary cognitive tasks

have proved to be successful as indicators of gen-

eral mental ability, but only when they are assessed

and aggregated across modalities, content domains,

and tasks. Other alternatives, such as self-report

measures of intelligence and intellectual interest,

have shown promise as indicators of general mental

ability, but may be best suited to offering a more

integrated picture of how basic brain processes,

working memory, and personality may be related to

real-world outcomes in intellectual functioning.

Life Story Narrative as a Means of
Investigating Personality

Like the first three domains of personality, the use

of narrative methods in multimethod research is a

novel occurrence, yet has thus far been informative

to the understanding of individual differences.

Qualitative assessments of personality begin at the
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most basic level with the case study and progress to

rigorously assessed structured interviews

(McAdams, 1996, 1999). Qualitative data is fre-

quently gathered in the form of open-ended ques-

tions concerning a topic of interest to the

researcher. Consistent with the perspective that

each domain of personality is arranged hierarchi-

cally, qualitative data can be examined at both the

micro- and macrolevels. Microlevel assessment is

concerned with specific linguistic patterns within

the narrative such as pronoun usage or specific

word type frequencies (e.g., Pennebaker & Francis,

1996). In contrast, macrolevel assessment focuses

on the broad themes throughout a narrative, such

as redemption sequences (McAdams, Reynolds,

Lewis, Patten, & Bowman, 2001). Such thematic

coding is often developed by the researchers after

listening to interviews or reading written narratives.

Trained coders can then rate each qualitative datum

on the varying themes of interest. Topics that are

open to narrative methods are limited only by the

creativity and ambition of the researcher, and the

richness of the data can afford multiple opportuni-

ties to better understand the personality of an indi-

vidual. For example, McAdams' life story interview

(McAdams, 1996, 1999) asks people to describe

low points, turning points, and religious beliefs

among other experiences. Each of these stories can

be examined individually for specific types of expe-

riences (e.g., questioning of parents' religious

beliefs, difficult times) to broad life-span themes,

such as agency and communion. Qualitative data

can thus be converted into data that is quantita-

tively assessable without losing the nuances of the

qualitative form. Additionally, excerpts from quali-

tative data may be used to reiterate a theoretical

point. Examples from three studies will help to illu-

minate these methodologies. A substantial amount

of narrative research concerns the reaction of an

individual to difficult life events in his or her life.

Theoretically, the manner in which an individual

responds to traumatic experiences that threaten his

or her view of self and the surrounding world is

critical for understanding the identity of that indi-

vidual. If an individual is able to construct a coher-

ent self from a difficult life event, he or she is

considered to have a healthy identity.

A recent multimethod study provides a clear

example of the utility of the narrative approach.

Parents of children with Down syndrome were con-

tacted through a support group mailing list as well

as through area hospitals (King, Scollon, Ramsey, &

Williams, 2000). The parents were initially asked

self-report questions concerning well-being, admin-

istered a projective test of ego development, and

asked to write a story about when they were first

told that their child had Down syndrome. Two

years after the initial assessment, parents again

responded to self-report measures of well-being and

a projective measure of ego development. The nar-

ratives were assessed by three independent raters

for themes of accommodation (exploration, shifts in

perspective, activity) and closed (denial, negative

affect). Parents who were low in ego development

at Time 1 who wrote in an accommodative manner

demonstrated increased ego development 2 years

later. Parents who wrote narratives in both an

accommodative and closure style had higher feel-

ings of stress-related growth at the 2-year follow-

up. This research provides an example of how

healthy processing (i.e., exploring the impact of the

event on the self and discovering a positive resolu-

tion about this experience) of difficult events on an

individual level allows for healthier, more mature

functioning later in life (King et al., 2000).

Helson (1992) examined more general identity

threatening events in the writing of women's diffi-

cult life experiences in an ongoing, multimethod

longitudinal study. Information was gathered about

the age at which women experienced difficult, iden-

tity-changing life events and various personality

factors that influenced the onset of such experi-

ences. In addition, information about identity status

(achieved, moratorium, foreclosed, and diffuse)

was used to understand the meaning and effect of

difficult times. Women who had a diffuse identity

presented more themes related to negative evalua-

tions of themselves. Foreclosed women wrote

mainly about having bad partners or overload.

Achieved/moratorium women wrote primarily

about becoming psychologically independent and

its consequences. Additionally, as women's vulnera-

bility began to decrease and confidence began to

increase on personality measures around 30 years of
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age, an increase in identity themes occurs. This

research suggests that the rewriting of the life story

occurs in middle age for women, and that this is

associated with an increased importance of inde-

pendence, which is in turn related to healthy iden-

tity functioning.

Pals (2005) combined the narratives of the

women in the Mills study with themes parallel to

those of King et al. (2000) to illustrate not only the

correlation between personality on the trait level

and narrative level, but also the dynamic interactive

processes of trait and narrative conceptualizations

of personality. Narratives from women who had

participated in the longitudinal study described

earlier (Helson, 1992) were coded for themes of

resolution (overall resolution, positive ending, low

negative ending, low lasting wounds, coherent end-

ing) and impact on self (open response, narrative

complexity, low self-distancing, acknowledged

wounds, positive self-transformation, and active

approach). These two dimensions were then used

in conjunction with age 21 and age 52 responses to

personality measures of open versus defensive cop-

ing (a combination of tolerance of ambiguity and

reverse scored repression) and ego-resiliency to pre-

dict physical and psychological health outcomes at

age 61. Findings demonstrated that whereas coping

openness at age 21 was related to clinician-rated

maturity at age 61, this relation was mediated by

the extent to which women composed a narrative

that was open to expressing the impact of the nega-

tive events on the self. Further, whereas a resolved

narrative was related to subjective well-being at age

61, this effect was mediated by ego resiliency at

ages 21 and 52, suggesting a dynamic interaction of

trait and narrative personality in relation to healthy

functioning.

Qualitative research provides the researcher with

an ability to not only examine the individual, but

also the world in which the individual exists and

the events that precipitate change in the individual,

thus providing a complex and invaluable source of

data for understanding the person as a whole. Used

in combination with other methods, it is clear that

narrative data can not only add a deeper, more

complex understanding of basic psychological phe-

nomena, but also account for important variance in

addition to standard methods, such as self-reported

personality traits.

CONCLUSION

It is clear from our review that the field of personal-

ity psychology is intrinsically a multimethod field.

Within and across each domain of personality,

methods as diverse as self-reports, observer ratings,

projective tests, test of maximal performance, and

qualitative interpretations of narratives are brought

to bear on understanding individual differences in

thoughts, feelings, and behaviors. Consistent with

our neosocioanalytic framework, many of the meth-

ods correlate quite strongly with content. Self-

reports and observer ratings tend to be used more

often in the assessment of personality traits, and the

complement of hierarchically related constructs

such as affect and behavior. The use of projective

tests bridges domains, but is primarily located in

the assessment of motives. Tests of maximal per-

formance have the potential to bridge domains, but

are similarly found almost entirely in the content

domain of abilities. Finally, one's story is almost

exclusively the domain of methods that focus on

life data. Moreover, within each domain researchers

are beginning to use multiple methods to assess the

hierarchically related constructs within a content

category, such as when broad trait measures are

combined with the assessment of daily mood or

behavior (e.g., Wirtz et al., 2003).

Despite the impressive methodological plurality

across and within domains in personality psychol-

ogy, there remains a tremendous unrealized potential

to bring multiple methods to bear on relevant topics.

For example, the use of test data in domains other

than abilities remains untapped, despite provocative

studies pointing to the potential to assess personality

traits in ways other than asking someone to rate

themselves on a personality inventory. Experimental

tests, such as the "go, no-go" task in which people

are told to inhibit a response to a cue when a stop

signal tone is emitted have systematic relationships

to personality traits such as impulse control (Logan,

Schachar, & Tannock, 1997) and related forms of

psychopathology such as delinquency (Mezzacappa,

Kindlon, & Earls, 2001). The interesting question
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that is as yet untested is whether tests like these can

be aggregated into a reliable index of individual dif-

ferences in personality traits, just as the elementary

cognitive tasks have been aggregated to tap into cog-

nitive ability.

Despite the examples cited earlier, it remains

anomalous for researchers to use more than one

method to investigate almost any phenomena in

personality psychology. Too much time and effort

have gone into reifying one or another technique as

the gold standard method for assessing construct

such as traits (e.g., Hofstee, 1994) or motives

(McClelland et al, 1989). Also, there is a tendency

to approach method variance as if it is uninteresting

and an expectation that it should not play a role in

the type of information gleaned from an assessment

(cf. Ozer, 1986). This somewhat disrespectful

approach to multiple methods quite possibly

derives from the article that inspired this book (e.g.,

Cronbach & Gleser, 1953), in which the construct

of interest is supposed to supersede the method and

therefore converge in a robust fashion across

diverse techniques of assessment. In contrast, more

realistic appraisals of the information taken from

multiple methods point to a more sobering conclu-

sion that the information acquired from multiple

methods may in fact be more independent than pre-

viously expected (Fiske, 1971; Meyer et al., 2001;

Ozer, 1986). Therefore, different methods of assess-

ment provide complementary information rather

than perfectly overlapping information. This only

reinforces the point that researchers should use

multiple methods in personality psychology by

default to arrive at a more complete understanding

of their research interests, whether it is traits,

motives, abilities, or life narratives.
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MEASURING EMOTIONS: IMPLICATIONS
OF A MULTIMETHOD PERSPECTIVE

Randy J. Larsen and Zvjezdana Prizmic-Larsen

Other chapters of this book address various concep-

tual concerns about multiple methods, about con-

vergent and divergent validity, and about the

distinction between method and error variance. The

construct of "emotion" provides special challenges

for assessment, thus bringing these abstract concep-

tual issues into sharp relief. We therefore begin our

chapter on emotion measurement with a few delib-

erations concerning these special challenges. We

then present three broad categories of measures of

emotion—language, behavior, and physiology—and

discuss strengths and problems and describe several

examples of each. Understanding the relationships

between different facets of emotion measures will

be a theoretical as well as methodological achieve-

ment. Modeling multiple methods within a consen-

sual or method-invariant space will be an important

contribution to this area as well as to provide

researchers with a parsimonious system for organiz-

ing multiple methods. Until then, researchers

should always consider using multiple methods in

emotion research because doing so will almost

always lead to gains measurement precision.

EMOTION FROM A SYSTEMS PERSPECTIVE

Before something can be measured it must be

defined. Is there an adequate definition of emotion?

Although emotion researchers do not fully agree on

a single, consensual definition (cf. Ekman & David-

son, 1994), researchers have long debated its facets

and components. A consideration of these compo-

nents provides a working definition of emotion use-

ful in planning measurement strategies. Moreover, a

working definition is appropriate because it may be

refined and extended over time as new findings

about the nature of emotion emerge.

A useful working definition can be gleaned from

a systems perspective on emotions (e.g., Bradley &

Lang, 2000), which holds that emotion is a multi-

faceted construct inferred from multiple indicators.

The multiple facets of emotions are manifest in

multiple response systems. According to Lang's

bioinformational theory (1979), the systems of pri-

mary importance are the behavioral system, the lan-

guage system, and the physiological system. Each of

these systems, in turn, consists of multiple subsys-

tems. For example, the language system contains

evaluative self-reports of emotion as well as vocal

and paravocal features of speech associated with

emotions. The physiological system contains sub-

systems such as the central nervous system (brain),

the peripheral nervous system (sympathetic,

parasympathetic), and the hormonal system. Each

of these subsystems can be thought of as a channel

that carries potential information about the emo-

tional state of the person.

To make measurement matters more compli-

cated, the multiple channels themselves are not

tightly connected to each other, thereby not offering

well-calibrated or interchangeable indicators. To

paraphrase Venables's (1984) statement about

Preparation of this manuscript was supported by grant RO1-MH63732 from the National Institute of Mental Health.
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arousal, the multiple response systems involved in

the manifestation of emotion are themselves loosely

and imperfectly coupled, plus the response systems

complexly interact with, and mutually influence,

each other. For example, facial expressions appear

to amplify subjective feelings (e.g., Larsen, Kasima-

tis, & Frey, 1992). Emotion generates loosely

organized and temporally cascading changes across

a wide array of psychological and physiological

domains, including subjective experience, facial

actions, central and peripheral nervous system acti-

vation, cognitive appraisals, information processing

changes, and behavioral action tendencies.

In the optimal case, assessing emotions would

involve measurement across many of these multiple

components simultaneously. Streams of data

obtained from multiple response systems may con-

verge on the underlying construct of emotion and

increase the relative confidence that we can place in

the composite indicator. However, given the loosely

coupled and complexly interacting nature of emo-

tional response systems, researchers should not

expect perfect or even substantial convergence

across multiple indicators.

Examples of response discordance between dif-

ferent measures of the "same" emotion are not diffi-

cult to find. For example, Nesse et al. (1985) used

nine different measures of distress obtained when

subjects were in the presence of a phobic object and

found only modest convergence across methods.

Bradley and Lang (2000) concluded that covaria-

tion between measures of different response sys-

tems, supposedly indicating the same latent

construct, "seldom accounts for more than

10-15% of the variance" (p. 244). Even when using

multiple, synchronized measures, the underlying

psychological construct of "emotion" still remains

some inferential distance from (i.e., is only proba-

bilistically related to) the composite of observable

indicators.

The situation just described implies that the use

of multimethod assessment, although not an

absolute solution, is nevertheless acutely necessary

in the emotion domain. Researchers should be par-

ticularly on guard against the false virtue of reduc-

tionistic interpretations or "operational definitions"

of emotion in monomethod terms. Emotion is not a

self-report of emotion, nor is it a P300 response to

stimulus, or a potentiated startle reflex, nor is it an

appraisal of some event. Emotion must be con-

ceived in a postpositivistic fashion, as a theoretical

construct to be inferred from multiple observables.

As a scientific term, emotion carries surplus mean-

ing beyond any single measure and thus is best rep-

resented by a multimethod composite. Although

this is generally good advice for any theoretical

construct, it is especially appropriate for emotion

because of the multiple channels involved in the

creation and manifestation of emotion.

Emotions as Dimensions Versus Discrete
Categories
Another thorny issue researchers need to consider

before making measurement decisions concerns

whether emotions are discrete and/or dimensional

constructs. The issue concerns whether emotions

can best be conceptualized as two or three broad

dimensions (e.g., Larsen & Diener, 1992) or as two

(Meehl, 1975; Mower, 1960) or four (Gray, 1982) or

five (Oatley & Johnson-Laird, 1987) or six (Frijda,

1993) or eight (Plutchik, 1980; Tomkins, 1984) or

nine (Ekman, 1992; Izard, 1977) separate and dis-

tinct categories of experience. This issue goes back

more than 100 years (Darwin, 1872/1965; Spencer,

1890; Wundt, 1897) and continues to be debated

(cf. Diener, 1999). The most consensually agreed-

upon dimensional view of emotion is represented

by the circumplex model (Russell, 1980; Watson &

Tellegen, 1985), which posits that emotions con-

form to a circular or radex arrangement with the

coordinates of the circular space representing com-

binations of valence and arousal. The measurement

implications of the circumplex model, including the

need for multimethod measurement of emotion

dimensions, are discussed in Larsen and Diener

(1992) as well as Larsen and Fredrickson (1999).

Proponents of the discrete emotion viewpoint

argue that the dimensional view often blurs mean-

ingful distinctions between emotions (e.g., fear and

anger and disgust are all similarly high-arousal

unpleasant emotions). The main measurement issue

implicit within this exchange of ideas concerns

specificity: Measures that fit the discrete emotion

view can be transformed to a dimensional arrange-
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ment post hoc, but the converse is not always pos-

sible. For this reason, researchers should consider a

priori whether distinctions between specific nega-

tive or between specific positive emotions are likely

to be part of the theoretical or empirical agenda. If

there is the slightest possibility for this need to dis-

criminate basic emotions, then researchers should

pursue emotion specificity rather than dimensional

assessment.

Temporal Duration: Emotions as States,

Emotions as Traits
Emotions are dynamic processes that take place over

time—often rapidly, but sometimes gradually—

involving a cascade of different response systems,

such as those mentioned earlier. Each response sys-

tem has its own dynamic and duration. For example,

the central nervous system is very fast (with negative

stimuli producing changes at around milliseconds;

Smith, Cacioppo, Larsen, & Chartrand, 2003), the

cardiac system somewhat slower (with changes tak-

ing place on a beat-by-beat basis), the skin conduc-

tance system somewhat slower still (at least 2

seconds poststimulus before a response can occur),

and the hormone system is even slower. One critical

measurement issue involves isolating the targeted

response system within this temporal cascade. When

does the response begin and when does it end?

Structuring observation of these response systems

within the right temporal window will greatly

increase the chances of observing emotion-related

changes. Imprecision at this stage can dilute the tar-

geted emotional episode within a wash of emotion-

irrelevant moments (see Levenson, 1988).

Another issue concerns making sure that the

measure has sufficient temporal resolution to prop-

erly assess the chosen response system. Some indi-

cators of emotion—for example, an increase in

cardiac output—might last less than 6 seconds

(e.g., Witvliet & Vrana, 2000). The cardiovascular

system is exquisitely controlled, and so this

response system typically returns to preemotion

levels relatively quickly. The experience of emotion,

however, could last much longer, or even be

assessed later, using recall measures. Cardiac meas-

ures cannot be recalled, nor can output be averaged

over long time periods because a transient emotion

signal can be lost in the average. Self-report meas-

ures aggregated over that same time span, however,

should accurately reflect the experiential compo-

nent of emotion.

The discussion so far assumes that the

researcher is interested in assessing emotions as

states. To conceptualize emotions as states is to

emphasize the short-lived (typically), intense (rela-

tively), and situation-caused (mostly) changes in

response systems responsible for emotional experi-

ence and for supporting resultant behaviors.

Because the state conception identifies emotions as

quickly changing, measures should be temporally

fine-grained, with a temporal resolution that is

smaller (ideally much smaller to provide reliable

aggregate measures) than the expected duration of

the transient emotion-related change.

A third issue about assessing emotion states con-

cerns the temporal proximity of emotion measures

to the emotion state itself. Researchers should con-

sider obtaining measures during an emotion experi-

ence. This is certainly feasible for measures of the

expressive system, such as those obtained from

video records or through physiological recording

devices, but perhaps this is less feasible for meas-

ures obtained via self-report or through a cognitive

assessment or through emotion-sensitive tasks,

which typically interrupt the ongoing emotion

state. Also, emotion measures can be obtained on

more than one occasion so as to assess change.

When pre- and postmeasures are not feasible or

practical, measures that minimize the delay

between emotion experience and emotion measure-

ment should be sought.

Although emotions are typically thought of as

states, these states nevertheless fluctuate around

some mean or average level for each person. Per-

sons differ reliably from each other in their average

level of various emotions (Larsen, 2000). As such,

emotions can also be conceptualized as having

enduring traitlike components, that these emotion

traits relate to causes "inside" the person (e.g., per-

sonality), thereby exhibiting some degree of consis-

tency and stability (Diener & Larsen, 1984). The

concept of an emotion trait refers to the set point or

expected value for a person on a particular emo-

tion, other things being equal (George, 1996).
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Emotions are thus hybrid phenomena, consisting of

both trait and state components, allowing the

researcher to focus on one or the other component

in addressing various questions (Watson & Telle-

gen, 2002).

Why is the distinction between state and trait

emotion important to the researcher? First,

researchers should be aware that people bring emo-

tional dispositions to the assessment setting; not

everyone shows up in the same emotional state. To

the extent that emotion dispositions refer to the

"expected value" of emotion for an individual, peo-

ple are likely to have predictable emotional levels.

This level may work according to the law of initial

values to influence subsequent reactivity. Under-

standing how emotion traits work, and the causes

and consequences of specific emotional disposi-

tions, will help psychologists predict and explain

specific emotional reactions. Lastly, states and traits

can easily be confused, the variance components

that are due to each can become blended, and so

researchers need to be aware of this distinction. It is

not difficult to find papers in the emotion literature

where a correlation is computed between some

measured emotion (say positive affect) and some

other variable (say helping), and the authors inter-

pret this as a state relationship, as in "people are

more likely to help when in a positive mood." How-

ever, when measuring emotions in people "off the

street," researchers are as likely to be tapping emo-

tion traits as states. Consequently, it may really be

that the kind of person who is most likely to be in a

positive state (high trait PA) is also the most likely

kind of person to be helpful. To infer state effects

when emotion traits have been measured is to con-

found the two sources of variability in emotion

measures. To infer state effects researchers should

use experimental designs where a manipulation of

emotion serves as the independent variable, an

emotion measure is included as a manipulation

check, and some other theoretical construct serves

as the dependent variable.

Emotion traits are receiving a good deal of atten-

tion from personality researchers, as well as from

psychologists interested in motivation and the bio-

logical bases of behavior. When it comes to trait

emotion, the dimensional perspective may be the

most useful, whereas for the state approach the cat-

egorical view of emotion measurement may be most

useful. Zelenski and Larsen (2002) presented data

showing that structural conclusions about the emo-

tion domain are related to whether the researcher is

analyzing between- or within-subject correlations.

That is, because emotions are states, they vary

within subjects over time. Such variability is inher-

ently different from between-subject variability.

Within-subject analyses (of each subject across 60

measurement occasions in the Zelenski & Larsen,

2002 data) yielded structural support for multiple

categories of emotion, whereas between-subject

analyses (of each subjects' average emotion scores

aggregated over the 60 observations) yielded sup-

port for the dimensional structure, with the factors

being positive and negative emotionality. Positive

affect and negative affect exhibit different structural

relationships depending on whether they are

assessed as states or traits (Schmukle, Egloff, &

Burns, 2002).

Emotion: Special Concerns About
Reliability and Validity
Measurement reliability is often thought of as a

high test-retest correlation, which is not an accu-

rate conceptualization. Reliability, as an aspect of

measurement, refers to the degree to which

observed scores reflect the "true" amount of the

construct being measured. We never have access to

"true" scores, so we must estimate reliability. A

test-retest correlation is an appropriate estimate of

reliability for between-subjects constructs (i.e., for

trait constructs), where the variability of interest is

between participants. With trait constructs we

assume little or no meaningful within-participant

variance. Intelligence is a good example of a

between-subject, or strictly trait, construct, where

we assume that, for any single individual, intelli-

gence is stable and not easily changed, at least not

over a few weeks or months. As such, reliable

measures of intelligence will demonstrate high

test-retest correlations, and test-retest results are

adequate reliability estimates.

Emotion, on the other hand, is often typically

conceptualized as a within-subject construct (i.e.,

as a state construct), and we therefore assume that
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it may change frequently within any single individ-

ual. To make matters more complicated, as already

noted, emotion can be both a between-subjects con-

struct as well as a within-subject construct, where

there is meaningful variance within people over

time (i.e., reactivity) as well as meaningful variance

between individuals (i.e., individual differences in

set-point or expected value). Because emotions are

hybrid state-trait constructs, we cannot use simple

test-retest correlations as estimates of measurement

reliability.

Another estimate of reliability is through inter-

nal consistency indicators, such as coefficient alpha,

or odd-even item-composite correlations. These are

actually measures of item homogeneity, assessing

the degree to which items measure the same under-

lying construct. Because many self-report emotion

measures are factor analytically constructed, such

item homogeneity is built in during the scale con-

struction process. Internal consistency analysis is

thus one way to estimate reliability, and it works

equally well for both state and trait measures. How-

ever, internal consistency estimates of reliability

work only for multi-item scales. Single-item meas-

ures, whether they are self-reports, observer ratings,

or an experimental task, simply cannot be exam-

ined in terms of internal consistency. One could,

however, estimate the consistency across multiple

indicators, but such an analysis is verging more on

construct validity than on the classical concern of

measurement reliability of the single measures

themselves.

Researchers using single measures of emotion

are really left in the dark about measurement relia-

bility. One might choose to ignore reliability con-

cerns altogether and focus instead on concerns

about validity. This appears reasonable because

measurement reliability sets the upper bound on

validity correlations. In other words, a measure can-

not correlate with external criteria higher than it

can correlate with itself. As such, valid measures are

de facto reliable. However, a researcher who passes

up reliability concerns proceeds at some risk of

being unable to make credible conclusions, particu-

larly if some hypothesized validity relationship is

not found. However, strong evidence for validity,

with multiple converging methods and replicated

patterns of association, can add credibility to the

claim that a particular measure is reliable.

Measurement reliability is most crucial when it

comes to interpreting failures to refute the null

hypothesis. For example, if a study was conducted,

and the predicted relationships were not found,

three obvious reasons must be entertained: Either

the theory was wrong, the measures used were not

reliable, or some auxiliary conditions of the study

were not met (cf. Meehl, 1978, for more detailed

discussion). When a study fails to find the pre-

dicted results, and the researcher is confident that

the measures used are reliable, then the set of rea-

sons is narrowed to questioning the theory or look-

ing for something that might have gone wrong with

the procedure or data. It is precisely in such cir-

cumstances that reliability evidence is crucial. In

the absence of evidence for reliability, conclusions

cannot be made about whether the theory was ade-

quately tested. However, because there are typically

several different measures of the same facet of emo-

tion (e.g., multiple observational ratings, or ratings

from several raters), the facets measures can be

modeled for reliability.

As for validity concerns, the construct of emo-

tion also poses several unique challenges to

researchers. Emotion is a theoretical construct that

is only probabilistically linked to observable indi-

cators. Even though it may be represented by

many different measures, emotion is not equiva-

lent, nor can it be reduced to, any single measure.

This underscores the importance of construct

validity, especially multimethod construct validity,

in understanding the scientific meaning of emo-

tion terms.

In construct validity (Cronbach & Meehl,

1955), meaning is given to a scientific term (e.g.,

emotion) by the nomological network of assertions

in which that term appears. Our theories and meas-

urement models guide us in proposing a network of

associations around the construct. The proposed

links in this network then become hypotheses to be

tested in empirical research. In construct validation,

theory testing and measurement development pro-

ceed in tandem. Each link in the network helps add

to the scientific meaning of the term as well as pro-

viding evidence on the validity of the measure.
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Some links in the network refer to positive associa-

tions (convergent validity), and some refer to nega-

tive or null associations (discriminant validity). In

addition, some links specify the conditions under

which emotions are likely to be evoked (predictive

validity).

The total collection of relationships—links in

the nomological network—built up around the con-

struct of "emotion," or around specific emotions,

creates a mosaic of research findings (Messick,

1980). When enough pieces of the network are in

place, we "get the picture." That is, when enough

empirical results are available about what some-

thing is, what it isn't, and what it predicts, we begin

to have the feeling that we "understand" it and can

measure it. Moreover, the credibility of our scien-

tific understanding of the meaning of a construct

grows with the diversity of the methods that go into

establishing the nomological links. That is, the

greater the methodological distance between two

nodes in a nomological network (e.g., a physiologi-

cal measure correlating with an evaluative self-

report), then greater credibility is given to claims

regarding the scientific meaning of the construct.

This is not to say that our understanding of a con-

struct is complete at this point; construct validity is

always unfinished, and things are always "true until

further notice." Nevertheless, there comes a point

where we reach some consensual agreement about

the scientific meaning of a construct, such as emo-

tion, as well as the utility of the different measures

that are used as indicators of that construct.

Because emotions implicate multiple response

systems (e.g., facial action, autonomic activity, sub-

jective experience, action tendencies), the issue arises

about whether we should expect strong convergence

among indicators of these different response systems.

This validity question is particularly vexing in emo-

tion research because of the nature of the multiple

response systems (i.e., loosely coupled and com-

plexly interacting systems). Moreover, the various

response systems have functions beyond serving as

indicators of emotion. For instance, in addition to

reacting to emotions, the autonomic nervous system

functions to regulate to metabolic input and output

and to maintain homeostasis. The facial muscles, in

addition to producing outward expressions of feel-

ings, are used for vocalizing and eating. The cardio-

vascular system, in addition to speeding up during

emotion, functions mainly to circulate blood to all

organs of the body. These so-called emotional

response systems have more to do that just respond

to emotions, and this should make any researcher

question the validity of any single measure of "emo-

tion," such as heart rate. Perhaps the strongest evi-

dence for validity is when a theory about a particular

emotion can be used to generate predictions about

the conditions under which that emotion will be

evoked, or the type of persons for whom that emo-

tion will be most easily evoked. Couple this with

measurement theory and a knowledge of multiple

measures of emotion, and very specific predictions

may be generated and tested.

Because the various components of emotion will

never correlate substantially with each other,

because of the concerns described, they pose special

challenges to those researchers interested in using

some of the statistical models described elsewhere

in this handbook. That is, emotion measures may

not cohere well enough to be modeled by the stan-

dard techniques. More advanced methods, espe-

cially those that can accommodate multiple but

weakly correlated measures, will be needed in the

areas of emotion.

Emotion researchers need to keep clearly in

mind that constructs are never purely measured.

Rather, all measures are construct-method compos-

ites. For example, the measurement of anxiety is

not the same across different methodological con-

texts. Instead, we should consider using terms that

specify the method and the construct together, such

as self-reported anxiety or cardiovascular anxiety or

observer-rated anxiety. This acknowledges the fact

that the theoretical meaning of a construct is given,

in part, by the methods used to measure it. We turn

now to a consideration of specific methods of meas-

urement commonly used in the emotion domain.

METHODS FOR MEASURING EMOTION

As mentioned earlier, the components of emotion

can be conveniently categorized into three broad,

only somewhat overlapping, output systems (after

Lang, 1979): (a) language, which includes evalua-
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tive self-reports of experience, modifications of

speech patterns by emotions, and expressive com-

munications; (b) behavior, which includes overt

acts and functional behavior sequences, such as

flight or fight, approach, and threat behavior, as

well as the modulation of other behaviors by emo-

tion; and (c) physiology, which includes central and

peripheral nervous system changes that support

emotional behavior or prepare the person for

responding, as well as somatic expressive changes

and hormonal changes that coordinate the dis-

charge and replacement of energy stores. As pre-

sented by Bradley and Lang (2000), these three

output systems provide a three-dimensional frame-

work for considering measures of emotion. We

present this framework in the form of a data box

(Cattell, 1988; Larsen, 1989).

Emotions can be thought of as events that pro-

duce variability along these three main dimensions.

Each dimension of this framework refers to a cate-

gory of variables that have been theoretically and

empirically related to emotion. A theoretical chal-

lenge in the emotion area is to sort out this

response diversity by explaining when response pat-

terns across the three dimensions will be integrated

and when they will be discordant. Until then,

researchers would be well advised to include, at the

least, measures from each of the three dimensions.

We turn now to a brief review of various meas-

ures that make up each of the three dimensions.

Our intent is to provide a sampling of the major

methods that have been developed in the three

broad areas of emotion output. We will not provide

an exhaustive review of what is known about each

measure, nor is our review intended to be exhaus-

tive within each type of measurement method.

Rather, our intent is to provide examples of specific

methods, describe a few strengths and weakness of

each, and provide references for interested readers

to pursue for further details.

Emotion Assessed Through Language

Self-report evaluations of emotion. Self-report

measures, where participants provide an evaluation

of their emotional experience, form the most

diverse yet most widely used set of assessment tools

for measuring emotion (Larsen & Fredrickson,

1999). Measures range from rating scales and adjec-

tive checklists, to analog scales and real-time rating

dials. Proponents of self-report measures (e.g., Bald-

win, 2000) assume that participants are in a privi-

leged position to monitor, assess, and integrate

information about their own emotions, and there-

fore self-report measures should not be thought of

as second-rate proxies for better measures. Critics

of self-report measures (e.g., Schaeffer, 2000), on

the other hand, argue that there are so many biases,

distortions, and methodological limitations that

self-reports of anything, even one's home address,

are fraught with error and misinformation. Self-

report measures are nevertheless the most widely

used assessment tools in emotion research.

Although there are a great many self-report

instruments, considerable similarities can be found

among them. Here we present a few exemplars and

highlight themes and issues common to self-report

measures. Reviews of specific self-report instru-

ments can be found in Larsen and Fredrickson

(1999), MacKay (1980), and Stone (1995; Stone,

Turkkan, Bachrach, Jobe, Kurtzman, & Cain, 2000).

An assessment strategy with a good deal of face

validity is simply to ask participants to rate how

they are or were feeling on a single emotion dimen-

sion. That dimension might be a global affective

evaluation (e.g., How unpleasant are you feeling?)

or a specific emotion (How angry do you feel?).

And the response scale might be unipolar (not at all

angry to extremely angry) or bipolar (unpleasant to

pleasant), with response options that are Likert-

type scales (e.g., 5-, 7-, or 9-point formats). Or the

response might be in a checklist format, where the

respondent indicates whether or not a specific emo-

tion was experienced. Such measures are simple to

construct, easily understood by participants, and

brief to administer. Virtually any emotion term can

anchor a scale or be put onto a checklist, making

self-report indispensable for researchers targeting

specific, discrete emotions, as well as those

researchers using multiple items to reflect global

dimensions of emotion.

A variation on self-report is the experience sam-

pling method, where participants make frequent

reports over an extended time period. Although this
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method allows researchers to ask unique theoretical

questions about emotion (e.g., Larsen, 1987), the

measurement concerns remain mainly those associ-

ated with simple self-report. See Bolger, Davis, and

Rafaeli (2003) for a review of this method.

A variation on rating scales makes the response

a visual analog that presents the participant with a

horizontal line separating two opposing adjectives,

which lessens stereotyped responding. A related

technique is to make the question itself an analog

of the emotion being assessed. For example, the

participant might be presented with a series of five

cartoon faces, going from a neutral expression on

one face to an extreme frown on another. This has

the advantages of being useful with participants for

whom adjectives might not be meaningful, such as

very young children or participants from different

language groups.

Another useful strategy in self-report is to have

the participants indicate, in real time, how they are

feeling by turning a dial, moving a mouse, adjusting

a computer display, or in some way modifying an

analog display of the emotion on which they are

reporting. The general strategy across these tech-

niques is to collect self-reports of subjective experi-

ence on a moment-by-moment basis, either online

as the emotion is experienced, or retrospectively as

the original episode is "replayed."

Conceptually, the most basic real-time self-report

measure can be viewed as a single-item measure

with a temporal dimension added. Using some

mechanical input device (e.g., a mouse or joystick),

respondents adjust a computer display as often as

necessary so that it always reflects how they are

feeling each moment throughout an extended

episode (e.g., Schuldberg & Gottlieb, 2002, used

such a device to obtain 1,400 affect readings over

2.5 minutes for each subject). Several researchers

have described continuous "rating dials" of this sort

(Bradley & Lang, 2000; Bunce, Larsen, & Cruz,

1993; Fredrickson & Kahneman, 1993; Gottman &

Levenson, 1985). Like rating scales more generally,

rating dials may use either bipolar (very negative to

very positive) or unipolar verbal anchors (no sad-

ness at all to extreme sadness) and either Likert-

type or visual analog scales.

Advantages to these procedures include automat-

ing self-report data collection, the ability to calibrate

self-reports with other emotion measures (e.g., phys-

iology, facial expressions) in the temporal stream,

and the ability to use the technique "off line" to have

participants continuously, though retrospectively,

report on the emotions they were experiencing (e.g.,

Gottman & Levenson, 1985; Levenson & Gottman,

1983). The major disadvantage is the need for spe-

cialized equipment and the fact that the participant's

attention is partially focused on the rating device.

Moreover, it seems likely that continuously monitor-

ing one's emotions may lead to a form of fatigue or

may be so intrusive that it actually alters the respon-

dent's emotions. Another drawback of this assess-

ment strategy is that the techniques are limited to

the self-report of just one or two dimensions.

Although it is technically feasible, for example, to

create a whole bank of rating dials (e.g., anger, fear,

sadness, disgust, attraction, enjoyment, content-

ment), a limiting factor would be the respondent's

ability to track the ebb and flow of multiple discrete

emotions simultaneously.

Another category of self-report measures con-

sists of the many standardized multi-item emotion

inventories. Some of these inventories are check-

lists, whereas others are rating scales. These instru-

ments are essentially variations on the self-report

themes mentioned earlier, with differences having

to do primarily with response scales, the number

and nature of the emotion adjectives, the scoring

and scale names, and the instructions that accom-

pany the self-report tasks. The advantages of these

inventories include their theory- or statistically

guided development, empirical refinement and

standardization, the development of norms (which

allow cross-study comparisons and even meta-

analysis; e.g., Larsen & Sinnett, 1991), and the

accrual of research findings on specific measures

and specific constructs-measure units.

One of the first self-report emotion inventories

formally constructed was the 130-item Mood Adjec-

tive Checklist (MACL; Nowlis & Green, 1957). Not

literally a checklist, the instructions ask the partici-

pant to rate how they feel on a Likert scale. Scoring

results in 12 factor scores: aggression, anxiety,

344



Measuring Emotions

urgency, elation, concentration, fatigue, social affec-

tion, sadness, skepticism, egotism, vigor, and non-

chalance. Other researchers have proposed a

simpler positive-negative valence scoring scheme

(Stone, 1981). The MACL has not become widely

used, most likely because it was never formally

published (the original version appeared in an

unpublished Naval Technical Report, Nowlis &

Green, 1957).

A self-report emotion measure that eclipsed the

MACL is Zuckerman and Lubin's (1965) Multiple

Affect Adjective Checklist (MAACL). It is very simi-

lar to the MACL in length, with the MAACL having

132 items. The majority of the items overlap

between the two inventories. The MAACL has

become the most widely used self-report emotion

assessment instrument in the psychological litera-

ture (Larsen & Sinnett, 1991). The MAACLs success

is likely due to the fact that it is distributed by a pro-

fessional test publisher and comes with a user man-

ual, annotated references, developmental history,

and psychometric properties, along with scoring

keys and answer sheets. Other reasons for its popu-

larity might be the checklist format, which makes

administering the MAACL much faster than the

MACL. And finally, the MAACL has only 3 subscales

(depression, anxiety, and hostility), compared to 12

on the MACL. In 1985 Zuckerman and Lubin pub-

lished a revised version of the Multiple Affect Adjec-

tive Checklist (MAACL-R). The revision mainly

concerns the scoring format, which now allows for

several pleasant emotion scores as well as global pos-

itive and negative affect and sensation seeking.

This is a good point to mention the issue of

response formats. The MAACL and its revision are

in the form of checklists, in which the subject

merely indicates the presence or absence of a partic-

ular emotion by checking a box. Some researchers

have argued that checklists are particularly suscep-

tible to response styles and other forms of nonran-

dom error. Bentler (1969) argued against using

checklists in psychometric assessment. Green,

Goldman, and Salovey (1993) demonstrated that

checklist emotion assessments contain significant

nonrandom error, and they advised caution when

analyzing or interpreting checklist data. However,

more recently, Schimmack, Bockenholt, and Reisen-

zein (2002) demonstrated that checklist and Likert-

scale affect self-reports yield very similar covariance

structures. The question of the impact of response

format on affect ratings remains open.

Although several rating scales are available (see

Stone, 1995), one of the more recent introductions

is the Positive Affect Negative Affect Schedule

(PANAS; Watson, Clark, & Tellegen, 1988). The

PANAS is based on a dimensional model of emo-

tion, in particular the circumplex model (Russell,

1980; Watson & Tellegen, 1985). Of the eight

potential scores derivable from the circumplex

model (Larsen & Diener, 1992), the PANAS focuses

on two of these: Positive Affect (PA; high arousal

pleasant), and Negative Affect (NA; high arousal

unpleasant). The PANAS contains 10 items on each

of the two scales. The items are mood adjectives

and are rated on a 5-point scale, labeled as "not at

all or slight," "a little," "moderately," "quite a bit,"

and "very much." The PA and NA scales were con-

structed to be uncorrelated, and they generally are

(though see Zautra, Berkhof, & Nicolson, 2002, for

exceptions).

Like most self-report measures, research on the

validity of the PANAS has been primarily correla-

tional. For example, extraversion correlates with

frequent reports of PA, and neuroticism correlates

with frequent reports of NA. In one of the first

experimental studies of the PANAS, Larsen and

Ketelaar (1991) induced emotions in the laboratory

using guided imagery. They found that the positive

induction increased PA but did not lower NA, and

the negative induction increased NA but did not

lower PA. Similar experimental findings on the

independence of PA and NA under different induc-

tions, using naturalistic success and failure feed-

back on exam performance in college students,

were found by Goldstein and Strube (1994). This

differential sensitivity to positive and negative emo-

tion inductions supports the construct validity of

the PANAS. Nevertheless, researchers should be

very clear that the PANAS does not measure dis-

crete emotions, which other scales do. The PANAS

has its greatest utility in the assessment of the

broad emotion dimensions of PA and NA.
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Evaluation of self-report methods. Self-report

methods are perhaps the most efficient techniques

for measuring emotions. Nevertheless, they rely on

assumptions that research participants are both able

and willing to observe and report on their own

emotions. Some issues concern a person's ability to

self-report their emotions. Self-report requires mem-

ory, either working memory or longer-term memory,

and so a variety of memory distortions may com-

promise a report (Feldman Barrett, 1997). Self-

report also requires the perception of something on

which to report. It is possible that a person may

"have" an emotion in a nonverbal channel (e.g.,

autonomic activation or action tendency) yet never

label that experience and hence not perceive it as an

emotion at all (Tranel & Damasio, 1985). Moreover,

some persons may repress emotional experiences,

particularly negative or inappropriate emotional

experiences, resulting in biased or incomplete

report of emotions (Cutler, Bunce, & Larsen, 1996).

Certain populations, for various reasons, may have

meager or inaccurate comprehension of verbal

information. For example, cultural psychologists

have argued that some cultures have emotions, or

emotion terms, that are not identifiable in other

cultures (e.g., Mesquita & Frijda, 1992).

Regarding the second assumption—that partici-

pants must be willing to report on their emotions—

the issue here is mainly one of response sets, where

responses to items might be based, not on the emo-

tion content of the items, but on some other factor,

such as their social desirability. Here the participant

is responding to the items in a manner that creates

a positive impression. A different response set is

extreme responding, where a participant may be

motivated to use scale endpoints or large numbers

in describing their emotions, a response set that can

greatly distort the covariance structure of a set of

ratings (Bentler, 1969).

Another potential problem with self-report is

measurement reactivity, where the actual process of

measurement alters the psychological construct

being measured. Administering an emotion self-

report may, in fact, influence the emotional state of

interest. Another issue arises when researchers want

to assess emotion two or more times, as in within-

subject experimental designs or in experience sam-

pling studies of emotion. One potential effect of

repeated emotion measurement is stereotypic

responding (Stone, 1995), where participants settle

into a response profile that does not change much

across the assessment occasions.

Self-report emotion measures require that sub-

jects engage in a number of psychological processes

to arrive at a rating. Understanding these processes

has both theoretical as well as measurement impli-

cations. For instance, providing a global self-report

implicates memory processes, as respondents recall

the targeted episode, as well as aggregation

processes, as respondents in some manner integrate

their multiple and often varied momentary experi-

ences into an overall rating. Both of these mental

processes may obscure or misrepresent dynamic

changes in emotion as experienced over time. For

instance, Kahneman and his colleagues have docu-

mented that people's global reports of pain episodes

draw highly from the momentary affect experienced

at the most intense point during the episode, as

well as the final moments of the episode, with the

duration of the emotional experience largely neg-

lected in the global self-report (Fredrickson & Kah-

neman, 1993; Kahneman, 1999; Kahneman,

Fredrickson, Schrieber, & Redelmeier, 1993; see

also Thomas & Diener, 1990 for related issues).

Other language parameters related to emotion.

Another language-related channel with potential as a

measure of emotion is the voice. Vocalization may be

sensitive to emotion-related changes in the body

(e.g., muscle tension, respiration rate, and blood

pressure). Vocal analysis for emotion has tradition-

ally followed one of two possible strategies. The sim-

plest strategy is to have humans listen to audiotaped

speech and evaluate the speaker's affective state. A

more technologically advanced strategy is to have

audiotapes digitized and analyzed by computer.

The ability of untrained listeners to correctly

recognize or infer speakers' emotional states has

been evaluated in several studies (e.g., Scherer,

1986; Scherer, Banse, Wallbott, & Goldbeck, 1991;

van Bezooijen, 1984). In these studies actors are

used to produce sentences in a way that imparts a

specific emotional tone (e.g., anger, fear, disgust,

joy, sadness). The speech samples are then stripped
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of vocal content and are then played for naive lis-

teners who judge which emotion they perceive in

the vocalization. Correct selection rates across these

studies average around 55%, a rate four to five

times what would be expected by chance (Pittam &

Scherer, 1993). Some emotions are more easily rec-

ognized by naive raters than others: Sadness and

anger are best recognized, whereas disgust, con-

tempt, and joy are least recognized in vocalization

samples (Pittam & Scherer, 1993; van Bozooijen,

Otto, & Heenan, 1983).

Studies also suggest that arousal level may be

better transmitted by vocal cues than is specific

hedonic content (i.e., Apple & Hecht, 1982; van

Bozooijen et al., 1983). Reviews of recent research

suggest that although perceivers are more accurate

in judging nonspecific arousal from vocal parame-

ters, they are nevertheless well above chance in

judging pleasantness and specific emotions from

speech samples that have had the verbal content

removed (Bachorowski, 1999). A particularly

impressive set of results is reported by Scherer,

Banse, and Wallbott (2001). These researchers used

professional German actors to produce vocal sam-

ples spoken in fear, anger, sadness, joy, and neutral

vocal tones. The actual verbal content was then

stripped away, leaving only vocalization. The sam-

ples were then taken to nine different countries in

North America, Asia, and Europe, where partici-

pants from different language groups listened to the

vocalizations and rated the likely emotions. Overall

accuracy averaged 66%, a figure well above chance.

Researchers studying digital voice analysis are

still searching for the parameters that best reflect

emotion. Parameters typically assessed are (a) fun-

damental frequency, perceived as overall voice

pitch; (b) small perturbations in the fundamental

frequency; (c) intensity, indexed in decibels; and

(d) speech rate or tempo (Scherer, 1986). Whereas

acoustical analysis of speech most accurately

reflects the nonspecific arousal of the speaker

(Bachorowski & Owren, 1995), it falls far short of

identifying specific emotions. For example, positive

and negative emotional states are often not reliably

distinguished with acoustical parameter (Scherer,

1986; see also Pittam & Scherer, 1993). Because

untrained listeners can distinguish specific emo-

tions from voice samples, there must be some

acoustical cues for affect. However, at this time,

researchers are still searching for those cues. See

Russell, Bachorowski, and Fernandez-Dols (2003)

for a recent review of vocal measures of emotion.

Emotion Assessed Through Behavior
Behaviors that are linked to emotions range from

the very simple, such as defensive reflex actions, to

the complex, such as sequences of action tenden-

cies. Emotions likely evolved to produce adaptive

actions, such as to approach desired objects or to

withdraw from dangerous objects, as well as to sup-

port more flexible action tendencies associated with

survival. Researchers may take advantage of these

behavioral outputs to estimate emotions.

Behavior action tendencies. One behavioral mani-

festation of emotion concerns the action tendencies

that become more or less likely during emotion.

Tasks that inquire about various actions or inten-

tions may be linked to emotion states. One task is

to ask participants how much they would like to

engage in various behaviors, such as talk with a

good friend, engage in some exercise, or have a

pleasant meal. Teasdale and colleagues (Teasdale,

Taylor, & Fogarty, 1980) reported that this task is

sensitive to depressed mood or sadness, which has

the action tendency of social withdrawal. When sad,

people often lose interest in activities that formerly

gave them pleasure. Sadness is also thought to be

associated with depressed psychomotor function.

Writing speed, for example, is negatively correlated

with sadness and depression (see Velten, 1968, who

used this task as one criterion measure in the vali-

dation study of the mood induction that bears his

name). Other psychomotor tasks that have been

used in emotion research include letter cancellation

and smooth pursuit motor tracking tasks. Perfor-

mance speed is most sensitive to sadness or

depressed emotional states. Pleasant emotions, how-

ever, do not appear to increase psychomotor speed.

A variety of other behavioral tasks have been

shown to be sensitive to affective states (Mayer,

1986; Mayer & Bremer, 1985; Mayer, Mamberg, &r

Volanth, 1988). One category of emotion-sensitive

tasks consists of judgment tasks. One assessment
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strategy is to have participants make probability

estimates of the likelihood of various good and bad

events. For example, participants may be asked the

probability of being killed in an airplane crash,

dying in a car accident, or contracting cancer in

their lifetime. It has been shown that persons in

generalized unpleasant emotional states overesti-

mate the probability of such bad events (Johnson

& Tversky, 1983). The converse—increased proba-

bility estimates of good events while in positive

emotional states—also appears true (Zelenski &

Larsen, 2002). Results also apply to specific emo-

tions; for example, fearful people make pessimistic

judgments of future events (Lerner & Keltner,

2000). General appraisals of events also show emo-

tion-specific patterns (Herrald & Tomaka, 2002;

Siemer, 2001).

Another emotion-sensitive behavioral task is to

ask participants to generate associations to positive,

neutral, and negative stimuli. For example, have

participants write down as many words as come to

mind in 60 seconds when they hear each of the fol-

lowing stimulus words: happy, disappointed, gener-

ous, destroy, peace, or pain. Mayer and Bremer

(1985) showed that performance on this task corre-

lated with naturally occurring mood. Seidlitz and

Diener (1993) used a variation wherein participants

recalled as many happy experiences from their own

life as they could in a given time period. Partici-

pants higher on trait-positive affect recalled more

pleasant experiences, in the same time period, than

participants lower on trait happiness. Teasdale and

colleagues (Teasdale & Fogarty, 1979; Teasdale &

Russell, 1983) have also demonstrated that emotion

inductions influence recall of pleasant and unpleas-

ant events in predictable (i.e., hedonically consis-

tent) ways.

Another behavioral strategy for assessing emo-

tion involves various information processing

parameters. Reaction times in lexical decision tasks,

for example, have been shown to be sensitive to

affective states (Chains & Krane, 1988). For exam-

ple, the participant's task might be to judge whether

a string of letters represents a word or a nonword.

On each trial the letters represent either: a non-

word, an emotion word (e.g., anger), or a neutral

word (e.g., house). Participants in positive affective

states are quicker and sometimes more accurate at

judging positive words compared to participants in

neutral states, and vice versa for unpleasant moods

(Niedenthal & Setterlund, 1994).

A related assessment task is to present partici-

pants with incomplete word stems and ask them to

add letters to complete the word. Word stems are

selected so that they can be completed as an emo-

tion term or as a neutral term. For example, ANG_

_ could be completed as ANGER or as ANGLE or

ANGEL or as ANGLO; JO_ could be completed as

JOY or as JOB (e.g., Rusting & Larsen, 1998). A

related technique is the use of homophones (words

that sound alike but have different meanings). With

this technique, the subject hears the word (die or

dye, for example) and is asked to write that word.

Participants in an unpleasant mood are more likely

to write or complete the word stems in a manner

congruent with their mood (Halberstadt, Nieden-

thal, & Kushner, 1995).

Behaviors that are enhanced or disrupted by

emotion. So far we have discussed how certain

behaviors directly follow from emotional states, and

how specific emotion-related tasks may be influ-

enced by the emotional state of the participant.

However, other categories of behaviors, such as the

defensive reflex or perception or attentional control,

may be enhanced or disrupted by emotion, and

thus might be used as an indicator or measure of

emotion (Compton, 2000). One such emotion-sen-

sitive task relies on a very simple behavior—the

startle reflex. The startle reflex involves a rapid

shutting of the eyes (blink), pulling the chin down,

and a rapid inhalation. The startle reflex is easy to

elicit through the application of a sudden and loud

acoustic stimulus. Startle potentiation refers to an

increase in the startle response (measured as a

faster or stronger eye blink) when the person is

startled while they are in an unpleasant emotional

state (Vrana, Spence, & Lang, 1988). The researcher

most responsible for developing this technique in

humans is Peter Lang (e.g., Lang, Bradley, & Cuth-

bert, 1990). Lang and colleagues, as well as others

(Skolnick & Davidson, 2002), have demonstrated
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startle potentiation for unpleasant emotions com-

pared to neutral states. The converse—slower and

weaker startle when in positive emotional states—is

rarely found.

A final behavioral paradigm with potential for

measurement concerns the effects emotion has on

cognitive parameters such as attention (Buodo,

Sarlo, & Palomba, 2002). One effect is the auto-

matic vigilance effect (Cothran, Zelenski, Prizmic,

& Larsen, 2003; Pratto & John, 1991), which refers

to the "grabbing" of attention by aversive or threat-

ening information. The so-called emotional Stroop

paradigm is one example of the automatic vigilance

effect, where, in naming the colors of various

words, people are generally slower to name the

color if the word is threat-related. Presumably,

threatening stimuli are processed more carefully,

especially if one is already in an aversive emotional

state, resulting in slowing on the primary, nonemo-

tional task (color naming). Another behavioral par-

adigm, where cognitive parameters are influenced

by both the emotional state of the participant, as

well as the emotional content of the stimuli, con-

cerns emotional priming (Wentura & Rothermund,

2003), as well as other irrelevant feature tasks, such

as the Affective Simon task (De Houwer, 2003),

where the participant in supposed to ignore the

emotional content of a stimulus while responding

to some other relevant feature.

Emotion Assessed Through Physiology
Emotion output that can be assessed with physio-

logical methods can be divided into two categories:

the somatic changes and changes reflecting auto-

nomic or central nervous system activity. The

somatic changes most useful to emotion researchers

concern muscle movements associated with emo-

tional expression, particularly those somatic

changes on the face.

Measures of somatic change. One useful measure-

ment strategy is to have an observer rate how much

emotion a target participant appears to be feeling,

based on expressive cues. The observers might be

"experts" on the target person's emotional experi-

ences (e.g., a spouse or a therapist). One limitation

is that observer reports are based on social attribu-

tions of a target's emotional state, and such attribu-

tions will be limited by the information available,

biased by a target's impression management strate-

gies, or even influenced by the raters' own level of

emotion being rated (Marcus & Miller, 1999). As

such, observer ratings of emotion are probably best

used in combination with other measures. One way

to limit attributions is to use trained observers. A

standardized training system for observers is the

Specific Affect Coding System (SPAFF; Coan &

Gottman, in press; Gottman & Krokoff, 1989;

Gottman & Levenson, 1992; for a brief review, see

Gottman, 1993). This system separates expressed

emotion into specific categories of positive and neg-

ative categories (e.g., interest, affection, humor, val-

idation, excitement/joy, anger, belligerence,

domineering, contempt, disgust, tension, sadness,

whining, and defensiveness). SPAFF training

involves recognizing and attending to important

facial, gestural, and vocal markers of emotion. Sig-

nificant benefits of observer ratings are that they

can be unobtrusive, can be used in naturalistic set-

tings, are inexpensive and fast, and can provide

emotion measures from a few visible cues.

Some somatic coding systems are based on spe-

cific observable changes in facial muscles. One such

system for coding emotion in the face is the Facial

Action Coding System (FACS; Ekman & Friesen,

1975, 1978). The FACS consists of 46 anatomically

based "action units" (or AUs), which refer to a spe-

cific observable change in the face. For example,

AU 1 raises the inner brows, AU 9 wrinkles the

nose, and AU 12 raises the outer lip corners. The

system requires extensive training and certification

for reliable use (cf. Ekman & Friesen, 1975, 1978).

A drawback of FACS is the extensive amount of

time needed to code expressions. FACS scoring

requires about 1 hour of coding for each minute of

videotape (depending on the density of facial

action). Researchers are developing computer vision

to undertake the tiresome task of facial action cod-

ing. One of the more advanced systems is that being

developed at Carnegie Mellon University under the

guidance of Jeffry Cohn (see Cohn, Zlochower,

Lien, & Kanade, 1999), which is able to accurately
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code approximately half of the FACS action units in

real time. Alternatively, Ekman and others have

developed more global coding systems, which are

based on fewer AUs, for coding facial action (e.g.,

EMFACS by Ekman & Friesen, see Fridland,

Ekman, & Oster, 1986; MAX by Izard, 1979).

Somatic facial assessments may also be obtained

using physiological measures of muscle contrac-

tions. The neural activation of the muscles pro-

duces action potentials that can be directly

measured on the surface of the skin using elec-

tromyography (EMG) using two electrodes placed

over the muscle of interest. The amount of electri-

cal activity detected is directly proportional to the

magnitude of contraction. Detailed descriptions of

facial electromyographic technique may be found in

Cacioppo, Petty, Losch, and Kim (1986). EMG is

able to assess muscular contractions that are too

small to produce visible changes (i.e., not FACS

codable; Cacioppo et al, 1986). Such sensitivity has

a disadvantage, however, in that electrical signals

from sites other than the muscle of interest may

also be detected during EMG assessments.

Researchers interested in measuring emotions with

facial EMG should have training in electrophysio-

logical technique or collaborate with someone with

such expertise.

Physiological measures of nervous system activity

associated with emotion. Emotions are closely tied

to tendencies to act in specific ways, and changes in

the nervous system occur primarily to support these

actions (Frijda, 1986; Lazarus, 1991). In terms of

the autonomic nervous system (ANS), a few

researchers hold the view that distinct emotions are

associated with distinct ANS activity (e.g., Levenson,

Ekman, & Friesen, 1990). Empirical support for

specific autonomic patterns being associated with

specific emotions has been obtained in several stud-

ies. However, the cumulative data on specific emo-

tional "signatures" are mixed and therefore remain

inconclusive (for reviews, see Cacioppo & Gardner,

1999; Cacioppo, Klein, Berntson, & Hatfield, 1993;

Levenson, 1992; Zajonc & Mclntosh, 1992).

Diverse autonomic measures have been used to

assess emotion, some more fruitfully than others.

We will mention here only a couple of the more

promising measures and advise the interested

reader to consult Cacioppo, Tassinary, and Berntson

(2000); Stern, Davis, and Ray (1992); or Hugdahl

(1996) for more details. Electrodermal activity,

especially skin conductance, is a widely accepted

and reliable measure used in emotion research.

Another category of measures is based on respira-

tory activity. Perhaps the largest category of meas-

ures is those based on cardiovascular activity. This

last set includes measures such as heart rate, dias-

tolic and systolic blood pressure, cardiac output,

stroke volume, and total peripheral resistance.

Readers interested in cardiac measures should con-

sult Sherwood (1993) and Sherwood et al. (1990)

for details on impedance cardiography. Other

researchers assess the link between respiratory and

cardiovascular activity (e.g., respiratory sinus

arrhythmia or heart rate variability), which appears

related to emotion state (Grossman, van Beek, &

Wientjes, 1990; Porges, 1995). It should be noted

that professional polygraphers typically employ a

multimethod approach, using measures of skin con-

ductance, respiration, and heart rate to infer the

emotion of guilt.

Researchers have recently begun to refine central

nervous system measures of emotion. Scalp-recorded

brain electrical activity, or electroencephalogram

(EEG), has been used successfully to distinguish

pleasant and unpleasant emotion states (e.g.,

Schmidt & Trainor, 2001), as well as individual dif-

ferences in affective style (for a review, see Davidson,

1993). Other more localized imaging measures of

emotion-related changes in the brain are on the hori-

zon as well, including functional MRI (for an

overview, see Berthoz, Blair, Le Clec'h, & Martinet,

2002). The versatility of functional imaging methods

for studying mechanisms of emotion is significant,

given its superior spatial resolution (Mayberg &

McGinnis, 2000). The temporal resolution is not as

good as EEG measures, however.

Many practical issues emerge when contemplat-

ing the use of physiological measures. First, these

measures are typically invasive. Some measures

(e.g., being inserted into a large MRI magnet) might

elicit emotions (e.g., panic) themselves. Less-inva-

sive measures are pulse rate and skin conductance.

Impedance cardiography uses metal bands that cir-
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cle a participant's neck and chest in several loca-

tions. Attaching these requires participants to par-

tially disrobe. Blood pressure assessment typically

uses pressurized cuffs that, when inflated, draw

attention and sometimes even cause pain. Physio-

logical measures also usually restrict participants'

mobility because of wires that connect them to

amplifiers and recording devices. Bodily movement

can also create artifacts in measurement. In general,

the use of physiological assessments requires special

efforts on the part of both the researcher and the

participants, but may potentially pay off with a

unique methodological perspective or window on

the emotional state under investigation.

SUMMARY AND CONCLUSIONS

In this chapter we presented three broad categories

of measures of emotion, including language, behav-

ior, and physiology. We argued that the construct of

emotion presents several challenges for assessment,

the largest of which is the fact that emotions are

reflected in multiple response systems, which are

themselves loosely coupled and complexly interact-

ing. Moreover, emotions can be thought of and

measured as states or traits, as broad dimensions, or

as unique specific emotions and as points along a

temporal cascade of change. These challenges make

issues of measurement reliability and validity espe-

cially complex.

Emotion constructs have multiple indicators,

and each indicator reflects varying degrees of the

intended construct, as well as more than the

intended construct. Consequently, researchers can-

not proceed with a monomethod approach or

assume that one indicator is as good as any other

indicator. Multimethod approaches are especially

necessary in emotion research, though clearly such

an approach will require a good deal of technical

expertise and skillful collaborators. Nevertheless,

multimethod assessment in emotion is starting to

have important theoretical payoffs. Examples can be

found in the work of Vrana, who has used multiple

methods to differentiate negative emotions (1993,

1995) as well as locating multiple emotion assess-

ment methods within the dimensional space

defined by valance and arousal (Vrana & Rollock,

2002; Witvliet & Vrana, 1995, 2000). Modeling

multiple methods within a consensual or method-

invariant space will be an important contribution to

this area as well as provide researchers with a parsi-

monious system for organizing multiple methods.

Until then, researchers should always consider

using multiple methods in emotion research

because doing so will almost always lead to gains in

our knowledge of emotion.
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MULTIMETHOD APPROACHES TO THE
STUDY OF COGNITION: THE EVOLUTION

OF CONCEPTS IN RESEARCH ON
HUMAN MEMORY

Aaron S. Benjamin

Similar to many scientific pursuits within psychol-

ogy, the study of human cognition is an exercise

that is equal parts imagination, deduction, and

salesmanship. Theoretical claims are bootstrapped

onto the elaborate but typically freewheeling arti-

fices constructed by fellow psychologists who main-

tain equally fragile footing. Despite the blustery

nature of cognitive theorizing, a central question

remains unresolved: What constitutes necessary and

sufficient evidence for the existence of a psycholog-

ical mechanism?

Even the earliest theorists encountered situations

in which multiple measures of nominally equivalent

cognitive processes had different psychometric prop-

erties and showed differential effects of a common

manipulation. Ebbinghaus (1885) noted, for exam-

ple, that measures of relearning were much more

sensitive to distant prior experience than measures of

recall. Much of the history of cognitive psychology

can be interpreted in the context of debates about

how to reconcile such differences. The purpose of

this chapter is to provide an illustration of how mod-

ern cognitive psychology deals with the divergences

and convergences made apparent by the use of multi-

ple measures and, in doing so, how those effects can

be used profitably in the development of theory and

the postulation of mental systems.

I will not attempt to address well-developed sta-

tistical tools that are the focus of chapters 18 to 21

and others in this volume. Rather, I will concentrate

on model-based interpretations of multiple meas-

ures and how the application of such techniques

has advanced theoretical development in cognitive

psychology. In doing so, 1 will review four topics

related to the specific problems addressed by and

applications of multimethod approaches to under-

standing cognition. In the first and largest section, I

will examine several modern examples of how

measurements that combine systematically related

dependent variables can yield functions that are

more reliable and more informative than ones that

can be derived from single measures. The second

section will focus on the evaluation of the theories

of cognition, most specifically on the question of

how formal models can be tested in such a way that

emphasizes their ability to account for extant data

patterns without being so powerful that they pre-

dict other invalid data sets. Third, we will address

the question of how traditional behavioral measure-

ments in cognitive psychology can be meaningfully

integrated with brain-based measures assessing

electromagnetic properties of cellular material in

the brain or hemodynamic properties of blood flow

to the brain. Finally, we will examine one domain

in which prominent theorists have tried to establish

guidelines for what kind of and how much evidence

is necessary for the postulation of a mental system.

To tie these sections together, the accompanying

examples in each section will draw on current and

historical developments in research on memory,

with the objective of illustrating to the reader how

the judicious combination of different measures has

motivated important theoretical developments in

that field.
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COMBINING MEASUREMENTS TO YIELD

GENERALIZABLE PSYCHOLOGICAL

FUNCTIONS

Often we wish to measure cognitive performance in

a domain in which behavior is strongly and system-

atically related to some individual difference vari-

able that we are not concerned with. This fact

poses two problems from a measurement perspec-

tive. First, it adds a source of variability to our sam-

pling distributions. This problem can be annoying

and may force us into increasing the sample size of

our experiment, but it is hardly fatal. A second,

more dangerous, effect is that individual differences

may relegate our measurements to a region of

parameter space that does not reflect a meaningful

or complete range of the behavior in question.

Three general strategies exist to counter the neg-

ative effects of individual differences limiting the

range of our measurements. First, the researcher

can use established theoretical principles in a

domain to interpolate or extrapolate to portions of

the function that are sparsely occupied by data. Sec-

ond, the missing data can be inferred statistically by

fitting a parsimonious function to the data, such as

the lowest order polynomial that accounts for some

predetermined proportion of the data. Third,

researchers can use a data-collection strategy that

ensures sampling across the range of the measure-

ment in question. This can be done by strategically

varying the conditions or instructions of an experi-

ment in such a way so as to induce variability along

the individual-difference dimension. By doing so,

the function relating that dimension to the perform-

ance measure can be estimated for each subject.

Here I lay out two examples of how this technique

is commonly used in memory research. In both of

these cases, the solution to the problem of con-

founding individual differences lies in the elicita-

tion of measures across multiple strategically varied

conditions.

Speed-Accuracy Trade-Offs in Recognition

Memory
Consider an experiment in which subjects are asked

to make a recognition judgment—that is, to decide

for each in a list of stimuli whether they believe to

have seen that item in a particular earlier study

episode. One subject might not care much about the

advancement of science, want to get out and get to

lunch, and thus zip his way through our task as

quickly as humanly possible, making each decision

after only the least amount of deliberation. Another

subject might feel as though the experimenter will

treat her score as a measure of intelligence, charac-

ter, or trustworthiness and thus pore over each test

stimulus to extract every available mote of informa-

tion from memory before making a recognition deci-

sion. Such individual differences are commonplace

in decision tasks like this one. Even if we use some

between-subject manipulation of learning, for exam-

ple, we have faith that random assignment will wash

away such strategic differences over our sample.

But what if our entire sample was like the first

hypothetical subject described earlier? This sce-

nario is not entirely unlikely at many major Ameri-

can universities. Our laboratory might be

aesthetically unappealing, or our experimenters

might have bad breath; such factors can also influ-

ence strategy selection in our subjects.

Hypothetical group means are shown in the top

panel of Figure 24.1 and indicate no effect of our

learning manipulation. It would be useful to know

if there is a restriction placed on our data by an

inadequate range of decision speeds. In this case, all

subjects performed the task quickly, but we have no

way of assessing that fact. Even if we measured

decision response time (RT), we would be ill

equipped to make any such judgments without a

sense of what the "full" parameter range of

response speeds should be. The solution to this

problem is to create a within-subjects variable along

which we manipulate the decision placement along

the speed-accuracy trade-off spectrum. We might,

for example, use payoffs for different combinations

of correct or speedy decisions. We might simply

instruct the subjects to make decisions quickly or

to take their time. Perhaps most effectively, we can

force subjects to withhold their response until a

delimited amount of time has elapsed and then

force them to make their response within a given

time window (Reed, 1973). If we use such a strat-

egy, we ensure the collection of performance data

across a reasonable range of decision speeds. We
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FIGURE 24.1. Group means (top panel) and speed-accuracy trade-off functions
(bottom panel) for two hypothetical conditions.

can also clearly detect those subjects that ignore

our manipulation and treat them and their data

appropriately.

The data in the bottom half of Figure 24.1 show

what such figures look like. The data here have

been fit with a shifted exponential function,

in which A represents asymptotic accuracy, R the

rate of approach to the asymptote, / the point at

which performance first rises above the floor of

chance performance on the task, and t the time

point after the onset of the stimulus. One important

aspect of such a function is that is can be used to

describe behavior for each subject. Whereas an

\ f o r t > I (1) individual mean provides only a scalar value that is

some unknown combination of performance and
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individual-difference characteristics, this function

provides estimates of performance across the entire

meaningful range of the confounding individual-

difference variable. And, by doing so, we can now

see that our failure to detect group differences in

the top part of the Figure 24.1 owed in large part to

the fact that our subjects, by virtue of their inherent

laziness and consequent choice of a particularly

speedy decision strategy, placed themselves in a

range in which it would have been quite difficult to

detect an effect of our learning manipulation.

Figure 24.2 displays some actual results that

demonstrate how this technique has proven useful

in evaluating important theoretical questions in

human cognition. In the top half of Figure 24.2 are

empirical speed-accuracy functions for the endorse-

ment of studied and unstudied high- and low-fre-

quency words (Hintzman, Caulton, & Curran,

1994). As is commonly found, recognition is supe-

rior for low-frequency words in two ways: the rate

of correct endorsement for studied items, or hit

rate, is higher, and the rate of incorrect endorse-

ment of unstudied items, or false-alarm rate, is

lower, thus yielding a mirror effect (Glanzer &

Adams, 1990). Most theoretical stances are in agree-

ment about the nature of the difference in hit rate:

The presentation of an uncommon word constitutes

a distinctive event, and distinctive events are more

memorable. However, there are several different

extant proposals as to the nature of the difference in

false-alarm rate. One suggestion is that the higher

false-alarm rate to common words reflects the fact

such words enjoy higher baseline levels of familiar-

ity because of the greater number and frequency of

exposures to such words, by definition (e.g.,

Glanzer & Adams, 1985; Hintzman, 1988).

Another suggestion is that recognition decisions

are made after two sources of evidence are assessed.

First, the word is matched against memory, yielding

an overall assessment of mnemonic familiarity. Sec-

ond, the word is evaluated as to its likely memora-

bility, and recognition standards are set that are

commensurate with that assessment (e.g., Ben-

jamin, Bjork, & Hirshman, 1998; Brown, Lewis, &

Monk, 1977). That is, after determining how famil-

iar a word is, the subject makes a metamnemonic

assessment of how familiar it would be, if the word

had been studied. Because subjects know high-fre-

quency words to be less memorable, they set lower

standards for such words and therefore endorse

unstudied high-frequency words at a higher rate

(Benjamin, 2003; cf. Wixted, 1992). Central to this

suggestion is the idea that this postretrieval assess-

ment is deliberate and should only be evident if

enough decision time has elapsed for the subject to

incorporate such knowledge.

As can be seen in Figure 24.2, the difference in

false-alarm rate appears in each response period,

including the very short ones. This result is incon-

sistent with the concept of a postretrieval assess-

ment. However, if these data had not been collected

across a spectrum of decision times, this conclusion

would have been impossible to reach.

Now consider the display in the bottom half of

Figure 24.2, which depicts results from a different

recognition experiment. In that experiment, sub-

jects studied multiple lists, each of which consisted

of words that were semantically associated to a sin-

gle, unstudied "critical" word (cf. Roediger &

McDermott, 1995). At test, the distractor set

included words that were unrelated to the themes of

the study lists and also the critical unstudied high

associate mentioned before. An interesting pattern

of false endorsement of the critical foils is evident:

The rate first rises and then falls with decision time

(Heit, Brockdorff, & Lamberts, 2004). Notably, if

one assessed only a limited range of the speed-

accuracy function here, one could conclude that

false-alarm rate to "critical" items either increases or

decreases along that range, depending on where one

found oneself on that function (Benjamin, 2001).

This method thus has three major advantages.

First, we minimize the risk of individual difference

variables colluding in such a way so as to restrict

our measurements to a range in which effects are

not easily detected. Second, when we reparameter-

ize our accuracy data as the terms of the function

that we fit them to, we hopefully increase the relia-

bility and validity of our data. I say "hopefully"

because such an outcome depends critically on the

correctness of the function that we choose to sum-

marize our data. The question of how to evaluate
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FIGURE 24.2. Top panel: Proportion of endorsements to old and new
high- and low-frequency words across a range of decision times. Bot-
tom panel: Proportion of endorsements to old, new, and new "critical"
words across a range of decision times.

the correctness of a model is addressed in the next

major section of this chapter. A final advantage is

that the derived functions allow us to evaluate

hypotheses that would be unaddressable were we to

deal with single data points, for example, questions

about the rate of information accrual.

Response Bias in Recognition Memory

In the previous example, I portrayed decision time

as a potential individual-difference variable influ-

encing recognition performance. Similarly, individu-

als can differ in the amount of evidence they

demand before making a positive recognition
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response. If a test word is only somewhat familiar,

how is that uncertainty translated into a response?

Clearly, different people bring different evidential

standards to the table, and aspects of our experi-

mental situation also influence how subjects make

their decisions. Subjects might want, for example,

to maximize the proportion of correct responses to

old items—thinking that such a measure more

validly reflects memory ability—and thus set a low

recognition criterion: If a test item looks even

vaguely familiar, they choose to endorse it. This

somewhat arbitrary choice can influence our

results: In the top part of Figure 24.3 are hypotheti-

cal group means, again corresponding to perform-

ance as a function of some manipulation of

learning. Here the comparison of conditions is com-

plicated by large differences in the overall "agree-

ability" of our subjects: Subjects in the left

condition say "yes" more often than does the other

group—to both old and new items. This fact reveals

that our manipulation affected the decision strate-

gies associated with recognition, but it is unclear

whether it also influences memorability. To answer

this question, we need to implement an experimen-

tal strategy similar to the one discussed earlier and

gain experimental control over response criterion

placement.

The lower part of Figure 24.3 shows perform-

ance across a wide range of response biases, plot-

ted on axes corresponding to hit rate and

false-alarm rate, yielding a receiver-operating char-

acteristic (ROC). Such data can be elicited by, for

example, having subjects complete multiple recog-

nition tests under different payoff conditions.

More commonly, subjects are asked to indicate a

degree of subjective confidence along with the

recognition decision; performance is then plotted

as a cumulative function of the hit rate and false-

alarm rate at a given confidence level and below.

This technique allows for the construction of a

ROC from two related but fundamentally different

measures: the yes/no recognition response and

subjective confidence.

In such a display, differences between subjects or

between conditions that reflect differences in crite-

rion setting for the decision component of the

recognition judgment are virtually eliminated, and

regularities in the form of the ROC are evident. In

our example, we can see that the dots, correspon-

ding to the data in the top half of the figure, lie on

an isodiscriminability curve. In other words, no dif-

ferences in memorability are apparent. Yet we could

only reach this conclusion by uniting multiple

measures and constructing an ROC that fits the

data points. Different tasks yield different functional

forms, and qualities of the ROC can be directly tied

to psychological parameters, given a well-specified

theory of the recognition decision.

For example, the Theory of Signal Detection

(TSD), which has evolved into a theory of recogni-

tion (Banks, 1970; Egan, 1975; Lockhart & Mur-

dock, 1970) by virtue of analogy with problems of

discrimination in psychophysics (Green & Swets,

1966) and engineering (Peterson, Birdsall, & Fox,

1954) suggests that all stimuli—studied and

unstudied—elicit some degree of mnemonic evi-

dence, and the task for the subject is to set a deci-

sion criterion at some point on the spectrum of

potential evidence values.

Certain versions of this theory posit that the prob-

ability distributions for evidence are Gaussian in

form. This theory has implications for the form of the

ROC. Specifically, underlying Gaussian probability

distributions imply that a plot of the ROC on binor-

mal axes should yield a straight line. More formally,

(2)

in which 5S represents the variability of the evidence

distribution for studied items, and jUs represents its

mean. This function is superimposed on the two

conditions in Figure 24.3 (on probability axes).

Distributions of equal variance thus imply that

that line should have unit slope. Figure 24.4 shows

actual ROC and zROC functions from a representa-

tive experiment on recognition memory. The simi-

larities among the Z-transformed functions are

striking: they do indeed appear to be linear and

have a slope of -0.8 (Ratcliff, Sheu, & Gronlund,

1992). These functions thus reveal that the under-

lying probability distributions may well be normal,

but they are apparently not of equal variance. This

particular result suggests that the variance of the
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FIGURE 24.3. Hit rates and false alarm rates from two hypothetical

conditions (top panel); hit rates and false alarm rates coplotted across a

range of response criteria, as a receiver-operating characteristic (ROC;

bottom panel), d' indicates the discriminability of studied and unstudied

stimuli.

distribution of evidence for studied items is approx-

imately 1.25 times larger than for the distribution

for unstudied items.

The form of ROC curves has also been brought

to bear on the question that we introduced earlier,

namely, what processes underlie the mirror effect in

recognition? Consider the relationship between

word frequency and recognition, as discussed in the

previous section. The evidence from speed-accuracy

trade-off functions was equivocal as to the question

of whether a slow-acting deliberative process com-

bines with general memory familiarity to produce
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FIGURE 24.4. ROC and normalized ROC (zROC) functions

from an experiment on recognition memory. The slope of the

line is indicated by m.

the empirical dissociation seen between hit rate and

false-alarm rate as a function of word frequency. In

the preceding case, the argument concerned

whether subjects made a postmnemonic assessment

of the normative familiarity of the stimulus, thereby

deriving a value against which to compare the

actual experienced familiarity of the word.

Another argument is that two different processes

can contribute to the endorsement of an item on a

recognition test. The first is the same as that por-
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trayed in the earlier argument: Stimuli enjoy some

temporary boost in familiarity as a function of

exposure, and this familiarity value provides some

evidence of the recency or probability of past

encounters with this word. Notably, however, the

familiarity itself conveys nothing about the specific

nature of the previous experience, so it can lead to

spurious false alarms to other recently exposed but

contraindicated stimuli Qacoby, 1999) or even to

unstudied stimuli that are systematically related to

studied materials (Roediger & McDermott, 1995).

Familiarity is hypothesized to be augmented by

an additional process, often called recollection, that

serves to retrieve specific aspects of the prior

encounter with the stimulus. One might recollect

that a word was presented in italic typeface, or that

a recommendation regarding life insurance came

from a particularly disreputable agent, or that an

author's name is familiar only because of a well-

publicized tawdry scandal. Obviously, the details of

a recollective experience can alter the way in which

we engage a stimulus: We might choose to interact

differently with a well-respected member of our

field than with a convicted felon. With respect to

word frequency, it has been suggested that the

advantage that studied low-frequency words enjoy

owes to a greater rate of recollection for such

words, and that the lower false-alarm rate for

unstudied low-frequency items reflects lower base-

line familiarity (Reder et al., 2000).

Whereas familiarity is presumed to reflect a con-

tinuum of mnemonic evidence, recollection is typi-

cally thought to be a finite-state process. That is,

recollected evidence directly implicates a specific

prior experience as the locus of familiarity for an

item, and that evidence specifies conclusively the

status of the stimulus in question: It was experi-

enced in the appropriate, sought-after context, or it

was not. This process is finite-state in the sense that

the evidence either promotes or discourages a

response, with no degrees in intervening uncer-

tainty. Finite-state models imply psychological

thresholds: There is a point (or multiple points) at

which there is an abrupt transition from "no evi-

dence" to "evidence." This stands in contrast to the

evidence continuum that familiarity provides, in

which no amount of familiarity perfectly implicates

prior study; similarly, a complete absence of famil-

iarity does not unequivocally imply the lack of

prior exposure.

Unlike the ROC functions described for Gaussian-

based evidence distributions, thresholds do not imply

ROCs that intersect the origin and the point (1, 1) in

probability space, nor are they necessarily linear in

binomial space throughout the function. Thus,

departures from linearity in the form of the zROC

can be taken as evidence for the contribution of

threshold-based evidence to the recognition decision.

To use this logic to address the question of how

familiarity and recollection contribute to recogni-

tion, and how they can be related to the word-fre-

quency mirror effect, Arndt and Reder (2002)

estimated ROCs for the recognition of low- and

high-frequency words under special conditions

designed to promote the use of recollection-based

recognition. Under these conditions, subjects were

asked to discriminate between studied items and

the plurality-reversed complements of previously

studied items. Researchers have presumed that a

plurality-reversed distractor should elicit approxi-

mately equal familiarity to that of the original stud-

ied item, thus leaving recollection as the only basis

for correct discrimination (Hintzman & Curran,

1994; Hintzman, Curran, & Oppy 1992). In con-

trast to the standard ROCs elicited by recognition,

as described earlier, ROCs elicited from this task are

nonlinear in Gaussian coordinates (Rotello,

Macmillan, & Van Tassel, 2000) as are ROCs from

other tasks thought to emphasize the contribution

of recollection (Yonelinas, 1997, 1999).

In comparing these functions for high- and low-

frequency words, Arndt and Reder (2002) reported

nonlinear zROCs for plurality-reversed recognition

and linear zROCs for standard recognition, thus

replicating prior findings. More importantly, the

low-frequency zROC was more convex than the

high-frequency zROC, a result that suggested that a

threshold recollection process played a larger role

in low-frequency item recognition then in high-fre-

quency item recognition, consistent with the inter-

pretation of Reder et al. (2000).

More generally, it is important to note that ROC

functions can be derived from theories that cannot

predict raw hit rates or false-alarm rates. Thus,
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only by combining the two and generalizing across

different levels of decision bias can such functions

be derived. I hope to have shown here that the

evaluation and comparison of such functions is

central to progress in understanding recognition

memory.

Memory Inclusion and Exclusion

For our final example of how the combination of

multiple measures can inspire theoretical advances

that would otherwise be purely speculative, con-

sider the general problem of how to purify a meas-

ure of memory so that our assessment is minimally

confounded by factors that look like remembering,

but are in fact simply nondeliberative influences of

memory. For example, consider a memory experi-

ment in which subjects learn semantically or asso-

ciatively related pairs of words such as bread-butter

or wishing-well. If we test later memory by present-

ing the first term of each pair and attempting to

elicit the second (bread-?), it is an impossible task

to discern whether a response of butter reveals

mnemonic retrieval of the previous study episode or

simply temporary enhanced access to that word by

virtue of automatic effects and influences of mem-

ory. Even more dastardly, the response might indi-

cate nothing more than the prelearned nature of the

association—through a lapse in attention or per-

haps strategic yawning, the subject may have never

even seen the study pair. How can we tease out the

deliberative recollective aspect of memory in such a

data set?

Jacoby (1991) provided a clever solution to this

problem that involves the use of multiple measures.

In his experiments, subjects provided their

responses under two different conditions. The first

replicated the typical memory experiment, in which

they were told simply to remember the target word

if possible and report it. In the other condition, sub-

jects were told explicitly to produce any word except

the target word. The combination of these condi-

tions allowed Jacoby (1991) to specify a theory of

how deliberate and automatic influences of memory

interact to produce responses in this type of cued

recall paradigm. He claimed that, in the standard

(henceforth, inclusion) condition, a response that

matched the prior study item could reflect either

form of memory and assumed that their contribu-

tions were independent of one another:

p(target\inclusion) = R + A- RA. (3)

Here R indicates the probability of correct recollec-

tion of the study episode, and A indicates the proba-

bility of automatic nonrecollective influences leading

to a correct response. In the condition in which sub-

jects are told not to produce the previously studied

pair word, the sources combine differently:

p(target\exclusion) = (1 - R)A. (4)

That is, if the target word were to be recollected,

it would not be produced. Thus, a target response

in this condition indicates a lack of such recollec-

tion. Under such conditions, the target might

nonetheless be produced if automatic influences of

memory lead that word to be particularly accessible.

The difference between performance in these two

conditions is thus equal to R and provides a model-

based estimate of the recollective memory contribu-

tion to performance in the task. Given this estimate,

it is easy to derive the estimate for the parameter A,

which reflects the automatic nonrecollective mem-

ory influence on the task.

In one striking example of how the combination

of inclusion and exclusion memory tasks yields

results that would otherwise be unobtainable, con-

sider an experiment reported by Jacoby, Toth, and

Yonelinas (1993). Subjects were exposed to two

lists of words, the first of which subjects were told

to remember and was presented aurally. The second

list was presented visually, and subjects were told to

read the words aloud. During this second list, some

subjects performed an additional attention-dividing

task and others did not. The final recall test con-

sisted of presenting word stems (e.g., mer—) and,

in the inclusion condition, asking subjects to recall

a word from either list that completed that cue; in

the exclusion condition, they were instructed to

specifically avoid completing the cue with a word

that had been presented in either earlier study list.

Table 24.1 shows the raw data for the inclusion and
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TABLE 24.1

Raw Performance and Model Estimates for Pre-

viously Read Words on Tests of Recall Inclusion

and Recall Exclusion as a Function of Atten-

tional Condition

Raw performance

Attention

Full
Divided

Inclusion

0.61

0.46

Exclusion

0.36

0.46

Model estimates

R

0.25

0.00

A

0.47

0.46

Note. R is an estimate of the contribution of recollection
to performance and A is an estimate of the automatic
contribution of memory to performance.

exclusion of words that were presented in the

visually presented (second) list as a function of

the attention manipulation. It also shows the val-

ues of R and A, as reparameterized by Equations

(3) and (4). Evident in those parameters is a very

clear effect of attention on R but not A. It is from

such results that we can conclude that the auto-

matic effects of memory are relatively impervious

to manipulations of attention, but that the delib-

erative, conscious contribution of recollection

is not.

To once again sound the drum that is the theme

of this volume, certain conclusions are made possi-

ble only by the theoretically motivated combination

of multiple measures. Multimethod psychology

refers to more than convergent and divergent valid-

ity; in each of the examples outlined here, studying

individuals under different conditions or in differ-

ent situations afforded a rich, multifaceted view of

their behavior. Just as psychologists include multi-

ple subjects in experiments to be able to generalize

across individual differences and to examine effects

owing to those differences, multiple methods or

experimental circumstances allow the researcher to

tease out effects that underlie differences between

conditions (as in the final example given earlier)

and additionally reduce the risk of being led astray

by single oddball conditions that don't generalize

well to the naturalistic circumstances that they are

intended to simulate.

ASSESSING THE ADEQUACY OF FORMAL

MODELS OF COGNITION

In each of the examples outlined in the previous

section, I have attempted to illustrate how the theo-

retical gain obtained from the combination of mul-

tiple measures was greater than the sum of the parts

(the individual measures). Lurking within this

apparently free lunch is a cost, however. In each

case, we needed to specify a theory about the rela-

tionships among our measures before we could

combine them. The cost of combining measures is

measured in the assumptions that we make in spec-

ifying that theory. In particular, if our theory is

wrong, the parameters that we derive from its appli-

cation may be meaningless or even misleading.

In addition, more accurate theories are often

derived from a careful evaluation of the specific

points at which prior attempts fell short. Thus, it is

critically important to subject such theories to eval-

uation and cull the herd appropriately. This section

briefly reviews recent advances in and discussions

of our understanding of how such evaluations can

be conducted.

Probably the most common application of model

testing involves the logic of goodness-of-fit statisti-

cal tests. Such tests assess the extent to which a

specified model can handle a particular set of data.

One familiar application of such a procedure

involves the comparison of obtained frequencies of

events to a set of predicted frequencies. The predic-

tions come from a model that can make any num-

ber of assumptions about the relationships between

the event types to one another (often, that they are

independent). The sum of squared differences

between the expected and obtained frequencies is

the building block for a test statistic that can be

compared to an appropriate chi-square distribution.

A more complex model's ability to account for a

pattern of data can be summarized with a similar

measure, such as Root Mean Squared Error or Per-

cent Variance Accounted For. Such measures pro-

vide a good basis for ruling out a model: If no
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combination of parameters within a model can

allow it to predict a result that is commonly

obtained, then something about that model is

clearly wrong. To draw on an earlier discussion, if

2-transformed ROC functions for recognition mem-

ory were typically curvilinear, then we would want

to reconsider the assumption that the evidence dis-

tributions are Gaussian in form.

Unfortunately, unlike theories in physics, psy-

chological theories are typically quite flexible—so

much so, in fact, that there is probably a greater

utility in using tools that rule out models not on

what they fail to predict, but rather how much

they can predict for which there is no evidence

(Roberts & Pashler, 2000). If our theory of the

form of the zROC was so general that it could not

rule out any functional structure, we should be

considerably less impressed by its ability to

account for the correct linear form. Thus, more

appropriate model-testing mechanisms emphasize

not only the ability of the model to account for a

pattern of data, but also its ability to do so simply,

efficiently, and without undue flexibility. These

mechanisms deal with such concerns by incorpo-

rating factors such as the number of free parame-

ters (Akaike Information Criterion [Akaike,

1973]; Bayesian Information Criterion [Schwartz,

1978]) or even the number of free parameters and

the range of function forms that the model can

take (Bayesian Model Selection [Kass & Raftery,

1995]; Minimum Description Length [Hansen &

Yu, 2001]). These approaches have clear advan-

tages over simple goodness-of-fit tests, on which

more complex models have an inherent fitting

advantage simply by virtue of their ability to over-

fit data that in psychological experiments typi-

cally include a large amount of sampling error

(Pitt & Myung, 2002).

What Makes Theory Useful?
So far, this discussion has emphasized accuracy and

flexibility as the principal bases for model evalua-

tion. We want our theories to predict events that

happen and not to predict things that don't; if our

theory does so with a reasonable degree of success,

then we covet it and attempt to defend it against

outside claims of inadequacy.

I want to propose a slight amendment to such a

system, however. I believe that models can also be

tremendously useful when they fail to provide an

account for certain data. Models—particularly well-

specified mathematical ones—are useful in part

because they are putative isomorphisms for the sys-

tem under investigation. Consider, for example, the

question of how to compare the weights of objects.

Masses of objects can only be directly compared

with an accurate balance. Yet if I want to know

whether this APA-produced tome outweighs other

recent books in this domain, I don't need to truck

my library over to a chemistry lab to use their bal-

ancing scales. Rather, the mass of each object is rep-

resented as a real number, and I know that the set

of ordinal operators in mathematics (including >

and <) correspond to "weighing more than" and

"weighing less than." To return from this tortured

analogy back to the original diatribe, models are

useful in part because they provide a different rep-

resentational system with which to talk about the

components of the theory. As discussed early in this

chapter, cognitive components are notably vague;

grounding a theory in a more formal representa-

tional system, such as mathematics, allows us to

use the sophistication of that system to derive rela-

tionships beyond what our intuitions would have

provided us with—even when that formal system is

not a fully accurate representation.

One excellent example of how model accuracy

and model utility occasionally diverge is provided

by the Rescorla-Wagner model of learning (e.g.,

Rescorla & Wagner, 1972). That theory was itself

an attempt to address shortcomings of previous

views of associative learning that postulated that

contingency of events in time and space was a suffi-

cient (and necessary) precondition for the learning

of an association between the events (e.g., Bush &

Mosteller, 1951). A number of important results

were obtained in the late 1960s that demonstrated

the inadequacy of this view by demonstrating con-

ditions in which animals apparently did not learn

an association between two stimuli despite highly

contingent presentations of the stimuli. One illus-

trative and fundamental phenomenon is that of

blocking, in which an organism first learns that A

predicts B and later that the compound AC also
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predicts B. Blocking is revealed by the fact that the

organism does not engage in typical behaviors

preparatory for the onset of B when exposed to C

alone (Kamin, 1969). The Rescorla-Wagner model

explains this result by assuming that an organism

learns about the relationships between events only

to the degree that outcomes are unpredictable:

When an event is expected on the basis of alterna-

tive cues (e.g., A predicts B), then nothing is

learned about the relationship between additional

cues and that outcome (e.g., C and B). Formally,

the model can be stated in a reduced form as

(5)

in which AAf represents the change in the strength of

the learned association between two stimuli on Trial i,

ft represents a learning parameter related to the inten-

sity and associability of the two stimuli, A represents

an asymptotic learning parameter related to the out-

come event, and most importantly, ZA( represents the

summed associative strength between all available

stimuli and the outcome event in question. When this

value is close to A, the term inside the parentheses

approaches 0; thus learning is weak or nil.

It would be no exaggeration to state that this

model has been the single most influential theory of

learning since its publication. It has been imported

into (or coevolved with) many other domains,

including human contingency learning and causal-

ity judgments (e.g., Chapman & Robbins, 1990; cf.

Cheng, 1997) and artificial learning in neural net-

works (as the influential delta rule; Rumelhart, Hin-

ton, & Williams, 1986; Widrow & Hoff, 1960). It

can account for a huge number of basic phenomena

in associative learning (Dickenson & Macintosh,

1978; Miller, Barnet, & Grahame, 1995; Walken-

bach & Haddid, 1980) and consequently has been

the primary vehicle for the discussion of phenom-

ena in animal learning in introductory textbooks.

These successes notwithstanding, there are

numerous examples of how the model fails to

account for behavior in the very paradigms it was

designed for. To draw again on the example of

blocking, as described earlier, remember that the

model explains blocking as a deficit in learning—

the animal fails to respond to the blocked stimulus

because nothing was learned about the relationship

of that stimulus to the outcome. Certain phenom-

ena indicate that this assumption is almost certainly

false. For example, additional training following the

traditional blocking procedure that presents the

blocking stimulus (A, in the preceding example)

paired with the absence of the outcome stimulus

(C) can lead to retroactive unblocking, in which

responding increases to the B stimulus, even though

there were no additional presentations of that B

stimulus (Arcediano, Escobar, & Matute, 2001;

Blaisdell, Gunther, & Miller, 1999).

From a model-evaluation perspective, such data

should lead us to cast out the Rescorla-Wagner

Model as outdated and unsatisfactory. However, this

approach ignores critical aspects of the scientific

process; namely, the discovery of phenomena like

retroactive unblocking was motivated in large part

by the strong (and ultimately incorrect) predictions

of the model. In other words, widespread under-

standing of the model led researchers to devise par-

adigms that tested its limits. In addition, certain

generalities among the phenomena that contradict

the model are only apparent in context of how the

model deals with them inadequately (Miller et al.,

1995). Thus we see that models serve not only as

isomorphisms for the systems we study, but also as

motivating and organizational tools that enhance

our progress toward understanding the mechanisms

they purport to represent—even when they do so

incorrectly. This approach to model-based psycho-

logical science is well reflected in the quip that

models should be your friends, not your lovers

(Dell, 2004). You maintain them because of what

they offer you, but you keep many of them and

don't demand too much of any single one.

INTEGRATING COGNITION AND

COGNITIVE NEUROSCIENCE

So far we have limited our discussion to (a) how

the field of human memory has evolved because of

the integration of multiple behavioral measure-

ments, and (b) how the models that serve that

function should be evaluated. Here I briefly con-

front the question of how to integrate behavioral

measures with the types of data provided by
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research in cognitive neuroscience. Let me warn the

excitable reader that I offer no good answers to this

question. I am not alone in that regard, but I do

offer a few suggestions that might help guide future

advances on this front.

In particular, advances in medical imaging have

brought to the forefront questions about the inte-

gration of physiological data into cognitive theoriz-

ing. The issues themselves are quite old, in fact;

researchers have used the electroencephalogram

(EEG) and galvanic skin response (GSR) to address

cognitive-like issues for about a century (Berger,

1929; Fere, 1888; Tarchanoff, 1890). The advances

alluded to refer primarily to measures that allow

greater spatial precision in viewing the morphologi-

cal structure of the brain, as well as the transient

electrical, chemical, and hemodynamic events that

occur during brain function. These techniques—

both the new and the old—allow the construction

of spatial and temporal maps of activity during the

performance of different cognitive tasks. One tack

to integrating cognition and neuroscience is a pri-

marily exploratory approach. Using cognitive theory

to compare tasks that differ in a single putative cog-

nitive component, either parametrically or other-

wise, allows the inspired cognitive neuroscientist to

compare maps of brain activity and postulate a

brain region or regions that are related to the

manipulated cognitive component.

Hidden within this approach is the notion that

the brain is likely to have divvied up cognitive func-

tions in the same manner as experimental psycholo-

gists have. I fear that we have not had that kind of

insight, but the approach is valuable nonetheless, for

it allows for the evolution of cognitive neuroscience

into a second, more mature phase of theoretical

development. Using a hypothesis-testing approach,

specific neural signatures known to accompany cog-

nitive events are sought in paradigms in which there

is theoretical debate about the contribution of those

cognitive components to the behavior in question.

For example, changes in blood flow are apparent in

areas in Broca's area 17 during mental imagery (Le

Bihan et al., 1993). In addition, "small" mental

images elicit greater activation in posterior visual

cortex, corresponding to foveal input, whereas

"large" mental images elicited greater activation in

anterior visual cortex, an area that represents input

from the periphery of the eye (Kosslyn et al., 1993).

In each of these cases, the researchers used estab-

lished knowledge about brain function—in this case,

that regions of occipital cortex code visual input

from the eye—to address the question of whether

visual imagery is spatial or prepositional in format

(Finke, 1980). The evidence revealed that imagery

engaged visual areas of the brain and is thus likely

spatial in representation. Other recent research has

used this approach to address whether people

learned an association between visual and auditory

stimuli by examining blood flow in visual cortex fol-

lowing presentation of an auditory stimulus that had

previously been paired with a visual stimulus (Mcln-

tosh, Cabeza, & Lobaugh, 1998). Many other exam-

ples exist in the domains of perception, attention,

memory, and language.

As results from exploratory cognitive neuro-

science increase the number (and validity) of

known relationships between neural signatures

and cognitive components, the more scientists

interested in cognitive phenomena will be able to

exploit that knowledge for the purpose of fur-

thering cognitive theory. The back-and-forth

between exploratory and hypothesis-testing

approaches illustrates one way by which to inte-

grate measures from the two domains. But it is

worth noting that the distinction between brain-

based and behavioral measures is at least partly

artificial. If we measure a button press or a ver-

bal output from a subject, we consider that

measure behavioral. Yet at multiple physiological

levels, events occur during that press or vocal-

ization that are unique to that output. Muscular

events in the arm or larynx, as well as neuronal

events in motor cortex, control those very

actions that we measure behaviorally. Other neu-

ral events combine to derive that pattern of effer-

ent control given the input from sensory organs.

No matter what the task, a continuum of events

guides the physical input (in the form of light or

sound waves, for example) into physical repre-

sentations in the brain into physical output (in

the form of muscular contractions). Whether we
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measure those behavioral endpoints or the physi-

cal events that precede and determine them—

inside or outside the brain—the logic for the

combination of multiple measurements remains

the same.

The endpoints of this continuum will always be

critical measures, however, no matter how precise

our measurements of the intervening processes

become. Just as it would be impossible to draw any

meaningful conclusions about psychology without

knowing anything about the physical stimulation to

the subject, it is also quite difficult to do so without

actually examining behavior. Many behavioral meas-

urements carry with them an inherent dimension of

performance quality that other intervening measures

do not. If a manipulation enhances the speed or

accuracy with which subjects perform a task, we are

licensed to attribute to that manipulation an inter-

pretation of quality—that it improves learning, or

problem-solving speed, or attentional focus, for

example. There is nothing inherently "better" from a

cognitive perspective about more blood flow to a

particular brain region, greater skin conductance, or

higher levels of chemical uptake, even though such

effects may well accompany behavioral effects that

do allow such an interpretation.

On the other hand, experimental tasks often suf-

fer from a failure to approximate real-world circum-

stances that elucidate the contribution of the

cognitive capacity under study. In part, this may be

because of the contrived nature of the chosen

behavioral measure. Researchers interested in lan-

guage comprehension, for example, often measure

the rapidity with which subjects can identify probe

stimuli as words or nonwords as an index of the

degree to which previously read sentences or heard

utterances (related to those words) have been com-

prehended. Clearly, this artificial task makes the

laboratory study of language comprehension quite

unlike naturalistic language comprehension. Cogni-

tive neuroscience methods provide an opportunity

to reduce the reliance on such tasks by allowing

measurements in the absence of an overt behavioral

task. For any given experimental situation, the

choice between behavioral and brain-based meas-

ures involves trade-offs, and as the astute reader

might suspect, the combination of multiple types of

measures across and within single studies often

proves the most fruitful approach.

EMPIRICAL EVIDENCE AND THE

POSTULATION OF MENTAL SYSTEMS

Recall that we began this chapter with a series of

pithy comments about the ways in which cognitive

psychologists derive evidence for theoretical enti-

ties. That task begins with an analysis of empirical

data and proceeds to a theoretical interpretation

only through the lens of a particular model.

Although we have not emphasized it here, it is

important to remember that any comparison of con-

ditions or measures assumes some underlying

model, and that those comparisons that are simple

do not necessarily reflect simplicity in that underly-

ing model.

Through our short tales in the first section, we

discussed the theoretical interpretations of model-

based analysis only as necessary. In this section, I

outline rules that other researchers have used to

guide the relation between theoretical parameters

and theoretical entities. Consider the final example

from the first section, in which performance from

multiple recall tasks was combined to yield esti-

mates of the contribution of deliberative recollec-

tion (R) and automatic memory retrieval (A) to

cued recall (Table 24.1). The manipulation of atten-

tion had opposite effects on inclusion and exclusion

probability, which made the raw data difficult to

interpret. However, the model parameters told a

very clear story: Attention affects recollection, but

not automatic memory. This dissociation provides a

first step toward the postulation that these two

bases for responding actually represent different

memory systems or different memory processes.

What else is necessary?

The primary basis for such postulation is the

existence of converging multiple dissociations

(Schacter & Tulving, 1994). The evidence that

aging, for example, selectively impairs recollective

but not automatic memory strengthens the case that

the two are separate entities (e.g., Benjamin &

Craik, 2001; Jacoby 1999). In the context of animal
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learning, Lorenz (1970) argued that imprinting was

a fundamentally different process than that of nor-

mal learning and pointed to various dissociations

between the two, such as the presence of a critical

period for the former, but not the latter (cf. Shettle-

worth, 1993).

Tulving (1984) argued that memory systems

should be distinguished in large part on the basis of

the information they store and the operations they

perform on that information. Thus, procedural mem-

ory, which governs the executions of actions and

skilled performance, can be distinguished from

declarative memory, which contains verbalizable

knowledge. Procedural memory contains informa-

tion about the rapid coordination of limb move-

ments and thus maintains a unique information

store. Declarative memory maintains information in

sufficiently flexible form to allow inferential

processes to act on propositions in memory and

thus allows unique operations unavailable to proce-

dural memory. These differences do indeed play out

as a number of dissociations in both animals and

humans (Squire, 1992).

In addition, Tulving (1984) suggested that mem-

ory systems be defined in part by their neural sub-

strates. This is an important point, given the

renaissance of cognitive neuroscience briefly

remarked on earlier, and 1 wish to offer an alternative

viewpoint as a final remark. The denouement of the

argument is that there is no reason why brain systems

and cognitive systems should be one and the same.

But do not all the functions of cognition lie in the

brain, and therefore shouldn't the structure of the

brain be a reasonable playground for the construc-

tion of cognitive theories? The answer is no, for the

same reason that neither protein strings, nor mole-

cules, nor atoms, nor quarks should be the building

blocks of a cognitive theory. Theoretical entities in

cognitive psychology are only useful insofar as they

allow a handy categorization of experimental

results. Thus, despite the fact that habituation in

the eye and in the ear take place in different brain

regions, we nonetheless recognize a unifying con-

cept that unites the two forms of learning.

A trickier question, however, is whether we are

justified in postulating multiple cognitive compo-

nents that exist in a single brain region. Consider

the granddaddy of all distinctions in human mem-

ory, that between episodic and semantic memory

(Tulving, 1983). Episodic memory stores events

from an autobiographical perspective; semantic

memory stores facts and knowledge and contains

no information about specific past episodes. This

distinction has been among the most useful in mod-

ern memory research and makes sense out of a

huge number of empirical phenomena. Yet, numer-

ous influential theories propose that the informa-

tion underlying these two memory "systems" is one

and the same. For example, Hintzman (1986)

showed that a memory system that stored nothing

more than specific individual events—in other

words, its memory was exclusively episodic—could

yield behaviors that were hallmarks for the postula-

tion of semantic memory. Does such a demonstra-

tion imply that the distinction is no longer useful?

Of course not. Although it may well turn out the

brain does not honor this distinction, there is no

reason why a cognitive theory should not. Similarly,

we can build a reasonable model out of integers and

logic components of the way in which our desktop

computer performs some computational task,

despite the fact that the computer's own representa-

tion is binary, and its logic components are nothing

more than the arrangements of binary operators.

There is no doubt that knowledge about the struc-

ture and function of brain regions can and should

inform cognitive notions about memory, but there

is a danger is failing to recognize additional appro-

priate levels of abstraction beyond the physical sub-

strate and inappropriately besmirching theories that

have desirable qualities.

SUMMARY

In this chapter, I have provided several examples of

how measurements can be combined via models to

yield results that are more informative and reliable

than the original measurements themselves. This

technique must always be accompanied by rigorous

model evaluation, lest the interpretation of the

parameters be misled by incorrect assumptions

about their relation to one another. These same

techniques apply to measurements obtained from

physiological properties of the brain; doing so will
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allow the burgeoning field of cognitive neuro- may only become evident when the correct model

science to accommodate more readily to the theo- is imposed on the data. These dissociations should

ries of cognitive psychology. Finally, model-based not be taken to imply dissociations at the level of

interpretations provide a particularly useful way of the brain, nor should different brain systems neces-

seeking dissociations that are the fundamental sarily influence cognitive theorizing,

building blocks of cognitive systems. A dissociation
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APPLYING A MULTIMETHOD

PERSPECTIVE TO THE STUDY OF
DEVELOPMENTAL PSYCHOLOGY

Amanda Sheffield Morris, Lara R. Robinson, and

Nancy Eisenberg

Methodological approaches to the study of develop-

mental psychology vary as much as the processes

that developmental scientists choose to research.

There are strengths and weaknesses of each method-

ological approach, and like the measurement of

many constructs in the discipline more broadly, mul-

tiple methods of assessment provide the most com-

plete information. There are four primary ways in

which researchers measure most constructs in devel-

opmental psychology: self-report, other informants

(parent, teacher, or peer), observational methods,

and physiological-biological measures. Experimental

laboratory studies also are used to study develop-

ment, particularly cognitive development, but they

are less commonly used to study socioemotional

development. Because of limited space, our expertise

in socioemotional development, and the fact that

experimental procedures are discussed in the chapter

on social psychology (see Smith & Harris, chap. 26,

this volume), we choose to focus on social and emo-

tional development in this chapter and provide only

a brief discussion of experimental methods (for

examples of experimental methods in cognitive

development, see Damon, Kuhn, & Siegler, 1998).

In addition to different methodologies used to

study developmental psychology, developmental

science requires the use of a variety of designs to

adequately study development across the life span,

influences on growth and development, and change

over time. Developmental psychologists use longi-

tudinal designs to examine the same individual over

time, cross-sectional designs to examine the same

construct at one point in time using a sample with

predefined age groups or cohorts, and sequential

designs (also called an accelerated longitudinal

design) in which a combination of a longitudinal

and cross-sectional design is used, following several

age groups over a shorter period of time.

This chapter is structured around a discussion of

each of these methods and designs. For each

approach we discuss strengths and weaknesses and

reliability and validity issues. We also illustrate how

each method and design can be used by describing

research conducted using that method with a par-

ticular construct often studied in socioemotional

development. In addition, we discuss the use of dif-

ferent statistical techniques when particularly

appropriate to a design or method. In the final sec-

tion of the chapter, we provide examples of research

using a multimethod approach and briefly discuss

ideas for planning a multimethod study.

METHODS

In this section we will discuss several of the most

commonly used research methods in developmental

psychology. These include self-report, informant

reports, observational methods, physiological-bio-

logical methods, and experimental methods. Differ-

ent types of research call for different

methodologies, and we discuss what works best in

which research settings.

Self-Report: Emotion, Mood, and Coping

Self-report methods are commonly used in develop-

mental psychology. However, several important
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issues should be noted when using self-report data.

First, age is an obvious concern because most chil-

dren under age 8 have difficulty completing paper-

and-pencil measures. Nevertheless, as we discuss

briefly in this section, methods have been con-

structed that appear to successfully elicit young

children's reports of some constructs. Second, the

validity of self-report data sometimes is a concern

because when self-report data are compared to

other informants' reports, correlations among

reporters often are variable (e.g., Achenbach, 1991).

This calls into question what reports should be

relied on most and how or if the data from multiple

reporters should be used in combination. Third,

many factors such as socioeconomic status, ethnic-

ity, and social desirability have been found to affect

responses to written measures (Knight & Hill,

1998). In response to potential cultural biases,

Knight and Hill (1998) and others have begun

working toward cross-cultural validation of some

self-report measures (e.g., comparisons between

internal consistency scores for Anglo Americans

and Latino Americans on scales such as the Child's

Depression Inventory; Kovacs, 1981).

One clear advantage of using self-report meth-

ods to study developmental psychology centers

around the idea that the subjective experience of an

individual has important implications for develop-

ment. As Bronfenbrenner (1979) wrote, "the aspects

of the environment that are most powerful in shap-

ing the course of psychological growth are over-

whelmingly those that have meaning to the person

in a given situation" (p. 22). Certainly both objec-

tive and subjective reports provide important infor-

mation; however, it may be the individual's personal

subjective interpretation that is most influential in

shaping development (Morris, Silk, et al, 2002).

Self-report measures are not always as objective

as other methods and sometimes have low correla-

tions with other methods. Additionally, self-report

measures may not be able to assess concepts that

are not always salient to the reporter (e.g., emo-

tional reactivity). Nonetheless, self-reports often

correlate with the reports of other people or obser-

vational measures. In those cases, structural equa-

tion modeling (SEM), discussed further in the

longitudinal section, is a statistical technique that

can be used to incorporate data from multiple

informants (if they are related to some degree; e.g.,

Zhou etal., 2002).

Most child research before the late 1990s relied

on reports and observations by trained observers or

parents (Sessa, Avenevoli, Steinberg, & Morris,

2001), largely because of concerns about young

children's ability to provide reliable and valid

reports of their experiences. However, more recent

reviewers and researchers have questioned the

assumption that children cannot report important

information (Miller & Aloise, 1989; Ridgeway

Waters, & Kuczaj, 1985). It is likely that develop-

mental researchers have historically underestimated

younger children's social cognitive competencies

and their ability to report on their own experiences,

primarily because of the methods used to assess

children's beliefs and social understanding (Hart &

Damon, 1986; Miller & Aloise, 1989). For example,

most early researchers examining young children's

person perception used open-ended interview tech-

niques, which required extensive verbal production

and expressive skills. Because young children's ver-

bal comprehension skills are better than their verbal

expressive skills (Kuczaj, 1986), observed age-

related differences in children's use of dispositional

terms in their descriptions of others likely reflected

linguistic immaturity (Furman & Bierman, 1983).

In addition, the demand characteristics of the stan-

dard interview research situation (i.e., being ques-

tioned by an unfamiliar adult) probably inhibited

young children's ability to provide psychologically

meaningful information in many studies. When

children have been interviewed by more "benign"

interviewers, such as puppets, children as young as

3J/2 years old have been able to provide general

descriptions of their own and others' internal states

and emotions with adequate stability (e.g., Denham,

1986; Eder, Gerlach, & Perlmutter, 1987). Indeed,

there has been a recent surge in research attempting

to assess young children's perceptions of constructs

like self-concept (e.g., Eder et al., 1987), parent-

child relations (Morris, Silk, et al., 2002; Morris,

Steinberg, et al., 2002; Sessa et al., 2001), sympathy

and empathy (e.g., Miller, Eisenberg, Fabes, &

Shell, 1996), and school engagement (Measelle,

Ablow, Cowan, & Cowan, 1998). Obviously, infants
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and toddlers cannot provide self-report data, but

this recent research with preschool and elementary-

school-age children is promising.

To illustrate some of the issues involved in using

self-report data in developmental research, we have

chosen to highlight individuals' self-reports of

mood/emotionality and coping. The advantages of

using self-report for these types of constructs stem

from the fact that many emotion-related processes

and coping strategies are unobservable to others

and, as a result, are difficult to measure. Self-report

assessments tap individuals' own experience of

emotion and coping, which is beneficial in under-

standing how self-construction and awareness affect

developmental outcomes. However, self-report

measures of this sort also have disadvantages; for

example, some individuals may not be aware of the

coping strategies that they use or may provide

biased or self-serving reports of emotion or coping

behavior (Eisenberg & Morris, 2002; Eisenberg,

Morris, & Spinrad, 2005; Lennon, Eisenberg, &

Carroll, 1983).

Researchers studying coping have identified a

long list of strategies for managing stress (e.g.,

problem solving, cognitive restructuring, catastro-

phizing, emotional ventilation, physical activities,

acceptance, distraction, avoidance, wishful think-

ing, humor, social withdrawal, alcohol or drug use,

and seeking social support; Compas, Connor, Saltz-

man, Thomsen, & Wadsworth, 2001). Some of

these coping strategies likely assess emotionality

(e.g., emotional ventilation) or outcomes of coping.

Thus, investigators need to carefully consider what

specific measures of coping assess and how they

relate to measures such as emotionality. Moreover,

researchers studying children and adolescents' cop-

ing often use self-report measures that assess coping

responses to hypothetical vignettes involving emo-

tion and emotion management strategies (e.g., Band

& Weisz, 1988; Saarni, 1997). These vignettes

involve having children or adolescents read about a

stressful situation or problem (or an experimenter

reading to them the vignette) and then answer

questions about how they would cope with the

problem. This type of method usually is an attempt

to present real-life stressful situations that occur in

everyday life; however, when using hypothetical

vignettes, investigators should consider that chil-

dren may report the socially desirable response and

not the response he or she would enact in real life.

For example, Underwood, Coie, and Herbsman

(1992) found that children nominated as aggressive

by their peers did not differ from children classified

as nonaggressive in their reactions to videotaped

vignettes designed to elicit aggression-related emo-

tions. Moreover, Lennon et al. (1983) found that

children reported more empathy when interviewed

by same-sex than other-sex adult interviewers.

Children's self-reported coping strategies have

also been measured in a number of recent studies

with survey measures such as the Children's Coping

Strategies Checklist (CCSC; Ayers, Sandier, West, &

Roosa, 1996). With this measure, children rate how

often they used particular coping behaviors when

they had a problem in the last month. This measure

has produced four factors (Active Strategies,

Avoidant Strategies, Distraction Strategies, and Sup-

port Seeking Strategies). There is also a parent-

report version of this questionnaire. One advantage

to this type of measure is that it calls for the partici-

pant to draw on actual events that occurred and to

report their coping strategies. Nevertheless, individ-

uals may be biased in how they remember events

and their own coping behaviors in these situations.

A method for collecting self-report data on

mood/emotion that is becoming more popular is the

experience sampling methodology (ESM; also called

Ecological Momentary Assessment; EMA). ESM is

designed to assess the subjective experience of indi-

viduals in their typical environment (Stone &

Litcher-Kelly chap. 5, this volume). With this

methodology, participants are signaled (e.g., by a

beeper or cell phone) based on a sampling schedule

designed to obtain a representative sample of a per-

son's everyday experiences (Hormuth, 1986). When

signaled, participants report on predetermined emo-

tions, activities, or thoughts (whatever is the focus

of the study). This methodology constitutes an

"experience-near" approach to the study of affective

phenomenon, rather than the "experience-distant"

approach typically used in laboratory and question-

naire research (Silk, Steinberg, & Morris, 2003).

For example, Silk et al. (2003) had adolescents

report on anger, sadness, and anxiety and their
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emotion regulation strategies using ESM. Participants

were "beeped" randomly throughout the course of a

week during designated times (8:00 A.M. to 9:30 P.M.

during the week and 8:00 A.M. to 11:00 P.M. on the

weekend). During the target hours of each day, using

a table of random numbers, one signal was pro-

grammed for every 90- to 150-minute block with the

provision that no signals would occur within 60

minutes of one another. On average, participants

were signaled 42 to 48 times. At each signal, adoles-

cents completed a short checklist that assessed their

anger, sadness, and anxiety. Specifically, adolescents

reported how mad, sad, and nervous they were on a

5-point scale, at the current time of reporting and

during their most negative experience in the past

hour. Like other studies, the degree of variation in

mood, or lability, was measured as the standard devi-

ation of the individual's score across sampling points.

Emotion regulation was indicated by a decrease in

emotional intensity from the most negative event to

the current reported mood.

One advantage to the immediate reporting of

emotions/moods with ESM is that it circumvents

potential memory distortions and allows for an

assessment of emotional behavior in a natural con-

text (Larson, 1987). Some disadvantages of this

method involve participants not completing the

measure at the time they are signaled, which is dif-

ficult to monitor, and the time involved for partici-

pants—individuals are typically signaled multiple

times a day for a week. Hierarchical Linear Model-

ing (HLM) is a statistical technique that is often

used to analyze these data because each time point

of data collection can be used in this type of model

(and not all participants have equal numbers of

data points). See Drasgow and Chuah (chap. 7, this

volume) for an illustration of this use of HLM.

Other Informants: Child and Infant
Temperament
Probably one of the most common forms of assess-

ment in developmental research is the use of ques-

tionnaires or interviews that assess some aspect of a

participant's functioning from someone else's per-

spective, such as that of a parent, teacher, or peer

(Neyer, chap. 4, this volume). Paper-and-pencil

measures are often used because of their efficiency.

Many participants can be questioned at one time, so

obtaining these reports is much less time consum-

ing and less expensive than observational research.

Using other reports has some advantages over

using self-report or observational data. Compared

to children and adolescents, adults are more skilled

in answering questions, and parents and teachers

have the opportunity to observe children over time

and in a variety of social situations. Although

adults' reports on children probably are more objec-

tive (on average) than children's reports about

themselves, adults' reports are subject to certain

biases. Parents' reports may be influenced by social

desirability, and there is some evidence that teach-

ers may rate academically skilled children more

positively in general (Underwood, 1997). One way

often used to assess the validity of parents' and

teachers' reports is to examine agreement among

informants. However, results regarding rater agree-

ment are often inconsistent. For example, Guthrie

et al. (1997) reported that the relation between

teachers' and parents' assessments of children's reac-

tivity were modest at best. In contrast, Eisenberg et

al. (1996) found that teachers' and parents' reports

of reactivity and regulation (particularly the latter)

were positively correlated. Differences between

informants are not surprising, however, and may

not indicate low validity of a measure because indi-

viduals' expression of behaviors likely varies across

contexts. Indeed, differences between parents' and

teachers' reports reinforce the value of obtaining

information from adults who have observed chil-

dren in different settings.

It has been widely shown in the literature that as

children grow older, peers increase in importance;

therefore, peers' reports may be used to measure

friendship status as it relates to constructs such as

emotion regulation and social competence. Socio-

metrics are the procedures used to measure peer

relationships through a system of rating popularity.

These procedures may be used with children as

young as preschool through the use of pictures

(e.g., a smile, frown, and neutral face; Asher, Single-

ton, Tinsley, & Hymel, 1979), or with older chil-

dren using questionnaires to rank classmates and to
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determine peer status, acceptance, and rejection. In

addition, preschool children and elementary school

children appear to be relatively good reporters of

peers' anger and related constructs (e.g., aggression;

Eisenberg, Pidada, & Liew, 2001; Maszk, Eisenberg,

& Guthrie, 1999).

Even though a variety of constructs have been

measured with other informants, we choose to illus-

trate the use of others' reports in reference to tem-

perament. Temperament can be defined as

psychological qualities and behaviors that display

considerable variation among infants and young

children and have a relatively stable physiological

basis that derives from the individual's genetic con-

stitution (Kagan, 1994, p. 16). Most temperament

theorists view temperament and biology as inter-

twined and see temperament as having stable,

enduring properties that can be modified to a

degree by contextual factors, such as parenting

(Rothbart & Bates, 1998). Adult-report measures of

child/infant temperament include scales that assess

many dimensions of temperament such as regula-

tion (e.g., attention focusing, inhibitory control),

various types of emotion (e.g., positive emotion,

anger/frustration, fear, sadness), activity level,

impulsivity, surgency/approach, and soothability

(e.g., the Infant Behavior Questionnaire [1BQ],

Rothbart, 1981; the Toddler Behavior Assessment

Questionnaire [TABQ], Goldsmith, 1996; the Child

Behavior Questionnaire [CBQ], ages 3-7, Gold-

smith & Rothbart, 1991, Rothbart, Ahadi, Hershey,

& Fisher, 2001; the Early Adolescent Temperament

Questionnaire [EATQ], ages 9-15, Capaldi & Roth-

bart, 1992; the Dimensions of Temperament Sur-

vey—Revised [DOTs-R], Windle & Lerner, 1986).

Some examples of items that assess various tem-

peramental constructs include, "pays close attention

when someone tells him or her how to do some-

thing," from the attention scale of the EATQ, and

"sometimes interrupts others when they are speak-

ing," from the impulsivity scale of the CBQ. Items

reflect typical behaviors across a variety of situa-

tions and settings, selected to tap an underlying

temperamental predisposition. The CBQ and EATQ

are currently available in parent-report formats; oth-

ers have adapted and used the CBQ for teachers

(e.g., Eisenberg et al., 1997; Murphy, Eisenberg,

Fabes, Shepard, & Guthrie, 1999). The DOTs-R is

another parent-report measure that taps into several

aspects of temperament (e.g., task orientation) that

also has an adolescent self-report version.

Parents are likely excellent reporters of child

temperament because parents have viewed their

children in a variety of settings and over a length of

time (Rothbart & Bates, 1998). Additionally, par-

ent-report measures, like other types of question-

naires, are inexpensive to create, apply, and analyze.

Moreover, these types of measures have shown

moderate to strong convergent validity with obser-

vational methods. For example, Mathney, Wilson,

and Thoeben (1987) found laboratory scores of

temperament correlated with maternal report (rs

ranged from .38 to .52 over a year). Additionally,

Rothbart (1986) found moderate convergent valid-

ity between dimensions of the IBQ and home obser-

vations of temperament. Intercorrelations between

overall reactivity measured by the IBQ and home

observations ranged from .43 to .46. Yet despite the

strength of using both parent reports and observa-

tion, not all facets of temperament are observable,

and observational results may not always generalize

to outside the laboratory or structured settings.

As one might imagine, some researchers have

questioned whether parents' reports of their chil-

dren's temperament assess characteristics of the par-

ent more than of the child (Kagan, 1998). Although

parental bias can distort reports of temperament,

Lemery, Biersach, Chipongnian, Greenberg, and

Goldsmith (2001) found that parental characteris-

tics (i.e., personality, depression, family expressive-

ness) were equally related to parental report and lab

measures of infant temperament, suggesting that

parental reporting bias does not account for all the

relations of temperament with other variables.

Observational Methods: Parent-Child
Relations
Observational methods are excellent tools for the

study of the complex relationships examined in

developmental psychology (Bakeman & Gnisci,

chap. 10, this volume). One of the key distinctions

between the approach of many developmentalists
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and that of some other disciplines is the importance

placed on context. Individuals do not exist in isola-

tion; they actively construct their environment and

simultaneously are influenced by their environment.

The complexity of these interactions is often best

captured through observational methods that allow

the researcher to view the relationship and transac-

tions in their entirety rather than testing very small

and isolated pieces of the relationship. Moreover, an

emphasis on the importance of context necessitates

the investigation of variables in relation to specific

contexts. Observational methods allow for the

examination of contextual specificity.

Observational methods are thus a crucial ele-

ment of developmental research, but along with

their many advantages come some disadvantages.

These methods result in extremely rich data, and

this is both an advantage and a disadvantage. The

data from observational studies are often able to

capture "natural" phenomenon that cannot be ver-

balized or recognized by the participants them-

selves, and observations are less subject to

experimenter effects and issues of social desirability

bias (although individuals may act in socially desir-

able ways when they know that they are being

filmed; Zegiob, Arnold, & Forehand, 1975). Yet

these data are often difficult to codify or quantify,

and frequently both extensive training and time are

required to reach interrater reliability. Additionally,

the complexity of observed relationships makes it

difficult to test single constructs, therefore possibly

lowering internal validity. Furthermore, observa-

tional methods performed in a laboratory some-

times may not generalize outside the specific

situation, and because of the unfamiliar environ-

ment, they may be criticized for being artificial.

Nevertheless, there is not another method presently

available that is better at addressing relationships in

context and interactions between individuals.

Convergent and discriminant validities of obser-

vational methods vary with the construct tested,

the type of measure the observational method is

tested against, and the population tested. For

example, Black, Hutcheson, Dubowitz, Starr, and

Benson-Howard (1996) found low to moderate

convergent validity, rs = .01 to .49, of parent-child

interaction observations from the Parent-Child

Early Relational Assessment (Clark, 1985) with

maternal self-report on the Brief Symptom Index

(Derogatis & Melisaratos, 1983) and The Parenting

Stress Index (Albin, 1990), depending on the

parental construct and the context (feeding or free

play) of the observation. In another observational

study of parent-child interaction, Crowell, Feld-

man, and Ginsberg (1988) found 93% discriminate

validity for predicting infants' clinical status (i.e.,

placement into clinical or nonclinical groups) and

attachment classification using their structured

play procedure for assessing mother-infant interac-

tional behavior.

Observational methods are analyzed through a

variety of statistical techniques. Because they are

more open to interpretation than many other meth-

ods, multiple raters are often used to ensure validity

of results. Kappa statistics or correlations, depending

on the type of scale, often are used for inter-rater

reliability, which tests for the congruence between

raters' observations (Nussbeck, chap. 17, this vol-

ume). Hierarchical linear modeling (HLM) can be

used to create a model including multiple observa-

tions of an individual (Hox & Maas, chap. 19, this

volume). In addition, statistical methods such as

sequential analysis are used to relate patterns in the

sequencing of observations of two behaviors emitted

by one reporter or potentially interrelated behaviors

of two actors (as in a mother-infant interaction). In

lag sequential analysis, the occurrence of one behav-

ior preceding or following another behavior is

recorded, and behavior frequencies and conditional

probabilities can be computed (Farrell, 1994). For

example, Feldman, Greenbaum, and Yirmiya (1999)

used lag analysis to compute mother-infant mutual

synchrony, in which the infant leads affectively and

the mother follows as a form of emotional validation.

The use of observational methods in develop-

mental psychology can be illustrated through the

study of the parent-infant attachment relationship.

Reports of parenting are especially prone to social

desirability biases, as this construct is often emotion-

ally charged because the parental role is highly val-

ued in society. Furthermore, parenting behaviors

may be difficult to recognize by those in the relation-

ship and require objective assessment. Attachment

theorists hypothesize that children form "working
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models" of self and attachment figures from their

early relationships that serve as templates for future

relationships and situations (Bowlby, 1969). Thus,

the attachment relationship is an important con-

struct that can be used to predict developmental tra-

jectories when accurately measured.

A commonly used measure of the attachment

relationship, Ainsworth, Blehar, Waters, and

Wall's (1978) Strange Situation Procedure, fre-

quently is used to activate the attachment system

for observational purposes. From the attachment

perspective, when an infant experiences distress,

separation, fatigue, illness, fear, or other types of

stress, the child's attachment system motivates

him or her to seek security from a caregiver

(Boris, Aoki, & Zeanah, 1999). An unfamiliar sit-

uation is believed to heighten such attachment

reactions. In the Strange Situation, the infant par-

ticipates in eight different episodes in an unfamil-

iar laboratory room where the parent and a

stranger are present in varying combinations. The

observations from the Strange Situation Procedure

are later coded for type of attachment: securely

attached, insecure-avoidant, insecure-resistant,

and disorganized or disoriented (Main &

Solomon, 1986). Impairments in the infant-par-

ent attachment relationship as assessed with such

methods are correlated with a variety of poor out-

comes throughout the developmental literature,

from psychopathologies (Fagot & Pears, 1996;

Shaw, Owens, Vondra, & Keenan, 1996) to

increased maltreatment risk (Cicchetti, Toth, &

Maughan, 2000). Attachment classifications in the

Strange Situation, when consistent and clearly

observable, were also found to be useful for mak-

ing predictions about the home caregiving envi-

ronment (Gaensbauer et al., 1985). However,

convergence between the Strange Situation and

the Attachment Q-Sort (Waters & Deane, 1985),

an observational rating system using a card piling

technique, has been inconsistent across studies

(Thompson, 1998), perhaps because the content

of the two types of measures differs somewhat.

Despite these inconsistencies, observational meth-

ods as illustrated by the Strange Situation Proce-

dure can provide rich information about the nature

of complex relationships in specific contexts.

Physiological-Biological Methods:
Reactivity and Regulation
Developmental psychologists often use physiologi-

cal measures to assess variables such as stress, hor-

mones, heart rate, and skin conductance (Berntson

& Cacioppo, chap. 12, this volume). Typically,

these variables are measured along with observa-

tions or self-reports of a similar construct (e.g., a

stress index is taken before or while cortisol levels

are measured). In terms of their advantages, physio-

logical and biological methods are extremely useful

for measuring psychological processes that individ-

uals are unable to report (e.g., emotional reactivity

in young children). They also are relatively free

from social desirability biases. Disadvantages of

these methods include the cost of instruments and

time spent editing and interpreting the data. Addi-

tionally, carryover effects may threaten internal

validity because of previous stimuli responses

affecting subsequent reactions and not accurately

reflecting the individual's homeostatic state (Roth-

bart, Chew, & Gartstein, 2001). Moreover, physio-

logical responses often can be due to a variety of

factors, including movement and the temperature in

the room. Nevertheless, researchers using psy-

chophysiological methods have shown relations

between measures of biological variables and behav-

ior problems, aspects of temperament, and coping

strategies (Rothbart & Bates, 1998).

To illustrate the use of physiological measures in

developmental psychology, we discuss the measure-

ment of reactivity and regulation and how these

variables are typically measured. Major components

of reactivity and regulation are the underlying phys-

iological processes involved in arousal and its man-

agement, and both the experience of an emotion

and its regulation are partly linked to the auto-

nomic nervous system (Forges, Doussard-Roosevelt,

& Maiti, 1994). Researchers of autonomic corre-

lates of emotion have focused primarily on two

branches of the nervous system: the sympathetic

branch, which mobilizes the body to react in an

emergency, and the parasympathetic branch, which

conserves and maintains bodily resources. The

parasympathetic branch works to regulate and

decrease emotional arousal and usually counteracts

the activation of the sympathetic branch, which is
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responsible for arousal (Gottman, Katz, & Hooven,

1997). Researchers typically examine sympathetic

activation in the following ways: through skin con-

ductance levels (SCL), which indicate how much an

individual sweats, and through measures of cardio-

vascular reactivity (CVR).

Research on parasympathetic activation/regula-

tion has relied primarily on indices of cardiac activ-

ity. Respiratory sinus arrhythmia (RSA), heart-rate

variability that occurs at the frequency of breathing,

is believed to be controlled by the vagus nerve and

is thought to provide a good estimate of parasympa-

thetic influence (although some heart rate measures

and programs believed to tap parasympathetic func-

tioning, often called vagal tone, have not actually

measured respiration). Baseline cardiac vagal tone

or RSA has been associated with differences in

infants' appropriate emotional reactivity (e.g.,

Stifter, Fox, & Forges, 1989), as well as with the

ability to adapt to a new situation such as preschool

(Fox & Field, 1989). Moreover, high RSA has been

found to relate to infants' attentional abilities (e.g.,

Forges, 1991; Stifter et al., 1989).

Another physiological measure of emotion/reac-

tivity involves the assessment of electroencephalo-

graphic (EEC) patterns (i.e., brain activity).

Researchers using EEC patterns to assess the physi-

ology of reactivity or regulation often examine acti-

vation in the frontal lobe and compare activation in

the right versus left hemispheres. Individuals with

right frontal asymmetry (less activation in the right

hemisphere compared to the left) are more likely to

exhibit negative affect in response to stress (Fox et

al., 1995). In addition, effortful, voluntary regula-

tion has been linked to prefrontal cortical respond-

ing (Casey et al., 1997). Further, initial evidence

indicates that asymmetries in activation of the

frontal cortical lobes are linked to approach versus

withdrawal tendencies (Tomarken & Keener, 1998);

thus, brain waves (EEC) may be associated with

effortful and/or reactive approach or inhibition sys-

tems (Harmon-Jones & Sigelman, 2001). In sum-

mary, psychophysiological methods represent the

future for research of constructs such as emotion

regulation and reactivity because they are invalu-

able tools for linking unobservable internal feeling

states and arousal, and processes involved in their

modulation, to their behavioral manifestations.

Experimental Studies
Another method of research sometimes used to

assess a variety of aspects of children's functioning

is experimental studies (usually laboratory) in

which some aspect of the situation is experimen-

tally manipulated. For example, in studies of young

children's regulation, investigators sometimes have

manipulated the degree to which the mother is in

the room or available to the child when the child is

experiencing a potentially stressful situation

(Diener & Mangelsdorf, 1999; Grolnick, Kurowski,

McMenamy, Rivkin, & Bridges, 1998). In marital

conflict research, studies have examined children's

responses to conflict in a laboratory setting by hav-

ing children view a video that portrays marital con-

flict or by having actors in a lab engage in varying

forms of conflict in the child's presence (Cummings,

lannotti, & Zahn-Waxler, 1985; Davies, Harold,

Goeke-Morey, & Cummings, 2002). The obvious

advantage of such methods is the degree of control

over the potential influences on the child. A disad-

vantage is that the situation often is artificial; more-

over, it is difficult to experimentally manipulate

many variables that developmentalists want to

assess. For example, it is difficult to experimentally

assess the effects of individual differences in parent-

ing on children's outcomes with laboratory experi-

mental studies. The investigator likely is interested

in a parent's behavior in general and not as modified

by the laboratory, and children cannot be "assigned"

to parents and families. Nevertheless, interventions

in which real parents' behaviors are modified in an

experimental group and compared to a control

group can provide some insights on the effects of

parenting on children. Experimental methods of

this sort are used relatively infrequently in longitu-

dinal designs (except, perhaps, as part of an experi-

mental intervention). However, they can be quite

useful in studies assessing children's cognitive abili-

ties (e.g., knowledge when provided with different

types of information) and perceptual abilities.

Indeed, for researchers interested in cognitive

development, experimental designs are often the
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norm. In many studies of cognitive, language, and

motor development, infants or children participate

in tasks designed to examine children's abilities and

knowledge using habituation/dishabituation para-

digms in infancy (Baillargeon, 1994) and actual

cognitive/motor tasks (Campos, Bertenthal, & Ker-

moian, 1992; Newcombe & Huttenlocher, 1992;

Werker, 1989). For example, in work on theory of

mind, researchers have used tasks such as the false

belief task. In this task, children see a scene where a

character, Maxi, puts chocolate in a drawer, and

while Maxi is out of the room another person

moves the chocolate. Children are asked where

Maxi will look for the chocolate to determine at

what age children can understand the difference

between what they believe to be true and what oth-

ers believe (Wimmer & Perner, 1983). These types

of studies rarely use a multimethod approach,

instead relying primarily on the experimental tasks

to assess a specified cognitive ability.

DESIGNS

In this section we will discuss several types of

research designs, such as longitudinal, cross-sec-

tional, and sequential.

Longitudinal Designs
Developmental psychology is concerned with intrain-

dividual change over time. Therefore longitudinal

methods (Khoo, West, Wu, & Kwok, chap. 21, this

volume), which involve assessments of the same

group of people over time, are well suited to the goals

of developmental psychology. Because developmental

psychologists are particularly interested in pathways

and trajectories, designs that are able to capture the

progression of time and the course of a phenomenon

are especially valuable. Longitudinal methods are

most appropriate when the researcher is interested in

the processes underlying a phenomenon, rather than

merely the status of that phenomenon.

There are many advantages to longitudinal

methods. First, longitudinal designs allow one to

assess change, and the processes proceeding, cooc-

curring with, or following change within an indi-

vidual. Second, they allow an individual to be

compared to other individuals over the same period

of time, so that issues of interindividual consistency

over time can be examined. Third, they allow for a

mapping of normative age trends, as well as alterna-

tive patterns of development that may occur for dif-

ferent groups of children. Fourth, longitudinal

methods provide the opportunity for researchers to

pinpoint the time of onset of a behavior. Addition-

ally, longitudinal methods are extremely useful

when interventions are used because they allow the

researcher to view change in trajectories as a result

of the intervention.

Despite the valuable information longitudinal

studies provide, there are many disadvantages to

this method. Disadvantages include the length of

time needed to collect and analyze the data, the

costs associated with the amount of data collection

and analysis, and incentives for continued partici-

pation. Moreover, subject attrition is a major prob-

lem in longitudinal studies because the same

subjects are needed to participate year after year,

and it is often difficult to locate participants and to

motivate them to continue participation. In addi-

tion, longitudinal designs pose specific threats to

study validity because of cohort effects (e.g.,

wherein the effect is a reflection of the time period

and not the experimental manipulation) and

repeated exposure effects (wherein the participant

learns how to answer questions or respond to other

assessments because he or she has been exposed to

them year after year). Additionally, longitudinal

studies sacrifice depth for breadth, and therefore

the results may only be generalizable to populations

similar to those studied.

Because longitudinal methods produce data

points over a period of time, certain statistical

analyses are optimal—those that allow change to be

observed over time. Structural equation modeling

(SEM) is the term used to describe a category of

multivariate statistical models used to estimate the

relationship between observed variables and latent

constructs, as well as relations among latent con-

structs. One type of SEM, latent growth curve mod-

eling, is a particularly promising technique for the

study of development (Duncan, Duncan, & Hops,

1996). Latent growth curve modeling (LGM)

379



Morris, Robinson, and Eisenberg

includes observed variables that constitute the

latent construct, estimates growth trajectories (pat-

terns of change) across time, and can be used to

assess the degree to which other variables (e.g., reg-

ulation) predict various trajectories for another

variable (e.g., aggression). The latent slope and

intercept on average define trajectories. Similar to

LGM in its consideration of change as a function of

time, the person-centered approach of individual

growth modeling, such as Hierarchical Linear Mod-

eling (HLM), represents individual change over

time; this is done by determining the functional

form (linear, cubic, quadratic) that best fits the

data, in addition to the individual values of the tra-

jectories. HLM can be used for assessing the rate of

growth or change, the status of an individual at a

given point in time, the rate of acceleration, and

individual variation around the growth curve (Rau-

denbush & Chan, 1993). Therefore, this statistical

technique allows for comparison of individual tra-

jectories.

LGM and HLM differ in several ways. The LGM

approach is multivariate; that is, growth curves for

two variables can be estimated at the same time,

and intercept and slope for one variable can be

used as a predictor or explanatory variable for the

intercept and slope of another variable. The LGM

approach also can cluster trajectories that are simi-

lar. LGM has two restrictions as compared to

HLM. Time, or a time-related variable such as age,

on which growth is defined, has the same value for

each subject at each time point (HLM allows the

actual time or age for each subject if the measure-

ments are not taken on exactly the same day.) Sec-

ond, in LGM time-varying covariates have the

same regression coefficient across subjects,

whereas HLM allows for coefficients to vary

across subjects.

Another statistical procedure that is sensitive to

change over time is Repeated Measures Analysis of

Variance (ANOVA). This statistic can be used to

assess time-specific change and is similar to individ-

ual growth curve modeling in that it determines the

functional form (e.g., linear, quadratic, cubic) that

best fits the data. Unlike LGM and HLM, Repeated

Measures ANOVA does not estimate individual tra-

jectories; rather, the variability between subjects is

completely removed through blocking, and only

overall trends are constructed.

We illustrate the use of a longitudinal design

through the study of the construct of antisocial

behavior. Many large longitudinal studies have

focused on the development of antisocial behavior

(Farrington, 1983; Loeber et al., 2002; Moffit,

Caspi, Dickson, Silva, & Stanton, 1996). Longitudi-

nal methods are well suited for this topic because

they allow for the investigation of when delin-

quency starts, its longevity, and the link between

juvenile and adult behaviors and provide timelines

for the specific types of behaviors (Farrington,

1983). Because outcomes tend to differ as a func-

tion of the age of onset of the antisocial behaviors,

longitudinal methods are especially important for

understanding this aspect of social behavior.

One of the largest studies on aggression, the

Pittsburgh Youth Study, is based on 1,517 inner-city

boys. Assessment began when the boys were in ele-

mentary or middle school, and the investigators

traced the development of antisocial behavior from

childhood to adolescence (Loeber et al., 2002). Key

findings included identification of types of delin-

quency pathways, long-term risk factors for delin-

quency, outcome differences by age of onset of

antisocial behavior, and changes in alcohol and

drug use as it relates to delinquency—as analyzed

using growth curve modeling (Loeber et al., 2002).

As is evident by this example, longitudinal designs

are often the ideal method for studying develop-

mental issues; however, these designs are not

always feasible. For these reasons and others, cross-

sectional designs are probably the most widely used

design in developmental research (Lerner, 2002).

Cross-Sectional Designs
Cross-sectional designs examine different groups of

individuals at one point in time, essentially repre-

senting a slice of development using a sample with

predetermined age groups or cohorts. In the previ-

ous example, delinquency was assessed over a 15-

year period; in a cross-sectional design delinquency

would be measured at one time with groups of indi-

viduals of up to 15 different ages. In another study,

Schaie, Willis, Jay, and Chipeur (1989) were able to

examine, at one data point, cognitive abilities across
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77 years of age using a cross-sectional design.

Therefore, this design is generally quicker, less

expensive, less likely to involve attrition, and sam-

ples are more representative when compared to lon-

gitudinal designs. Nevertheless, cross-sectional

designs are not without flaws. This design is highly

dependent on similarity between age groups, which

is often difficult to achieve because of uncontrol-

lable and extraneous variables. Consequently,

changes attributed to age may be confounded with

some other variable. Similar to longitudinal designs,

cross-sectional studies are subject to cohort effects

because individuals in the age cohorts are born in

different time periods. Cross-sectional study data

can be analyzed with some of the previously

described statistical techniques: ANOVA and struc-

tural equation modeling. In addition, regression is

often used to analyze cross-sectional data.

Sequential Designs
Another type of study design, sequential design or

accelerated longitudinal design, attempts to resolve

the confounding of age inherent in both cross-sec-

tional and longitudinal designs. The confounding of

age refers to the problem of differences attributed to

age that are in actuality due to other variables such as

the historical period in which the individual was

born. In sequential studies, cross-sectional cohorts

are assessed longitudinally over a fixed time period,

typically a much shorter period of time than with a

pure longitudinal design. Therefore, results refer to

between- and within-cohort change. Data from this

design can be analyzed using the same statistical

techniques as longitudinal designs that assess differ-

ences in age (e.g., structural equation modeling,

including growth curve analysis). Because sequential

designs have the advantages of longitudinal and

cross-sectional methods, it can be argued that this

design is a good solution to many of the problems

inherent in using longitudinal or cross-sectional

designs alone, especially if the longitudinal compo-

nent of the study is more than a short period of time.

For example, Duncan et al. (1996) found no differ-

ences between accelerated longitudinal design and

traditional longitudinal design in their ability to pre-

dict adolescent alcohol use, growth of alcohol use,

and the current status of their alcohol use. Conse-

quently, this design may be a more efficient method

for studies investigating developmental changes.

A MULTIMETHOD PROGRAM OF

RESEARCH: EMOTION REGULATION

As probably is now evident, all methods of assess-

ment have strengths and weaknesses (refer to

Table 25.1 for a summary of all methods pre-

sented), and the method, design, and statistical pro-

cedures chosen by researchers should be based on

the research question posed and the best ways to

test proposed hypotheses. A multimethod approach

to the study of development is often advisable, as it

incorporates many methods and minimizes errors

due to method or design flaws. For example, when

examining the development of emotion regulation

(the successful, socially appropriate management of

negative and positive emotions), one might use

adults' reports of children's regulation, behavioral

assessments of children's regulation, self-reports of

regulation (if the participants are adolescents), and

physiological measures of regulatory processes (e.g.,

vagal tone). Emotional responding can be assessed

with similar measures, with coding of facial reac-

tions often being a key element. Which specific

measures are selected will vary with the goals of the

investigator. Moreover, it should be noted that dif-

ferent types of measures (facial, physiological, self-

report) may tap different aspects of emotion

regulation (or emotionality). Thus, researchers

must provide clear descriptions of their measure-

ment goals and procedures.

One reason measures used in developmental

psychology differ so much is that investigators are

interested in or choose to analyze different compo-

nents and correlates of developmental constructs.

For example, in regard to regulation, temperament

theorists tend to use questionnaire measures that

assess dispositional (relatively cross-situational)

temperamental components of emotion regulation

(e.g., effortful control, impulsivity reactivity) that

allow for generalizations across contexts and situa-

tions (although they also use observational meas-

ures). This is because they are interested in tapping

underlying constitutionally based processes impor-

tant in emotion regulation (Rothbart et al., 2001).
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Summary of Methods Presented

Method

1 . Self-report
and experience
sampling

2. Other informants

3. Observation

Strengths

Allows for the
subjective
experience of the
individual

More objective than
some other methods
(e.g., self-reports)

Report on behavior
across social
situations and time

View relationship
transactions

Rich data

Weaknesses

May be
inappropriate for
certain ages

May be self-
servingly biased

May be culturally
biased

Parental social
desirability bias

Disagreement
between raters

Coding difficulty

Social desirability
of participants

Advanced

statistical

techniques

HIM & SEM

SEM

HIM & SEM

Lag sequential
analysis

Sample studies

Band & Weisz
(1988)

Ederetal. (1987)

Silk et al. (2003)

Eisenberg et al.
(1996)

Guthrie et al.
(1997)

Maszketal. (1999)

Black etal. (1996)

Crowell et al.
(1988)

May be assessed in
an artificial
laboratory setting

Time cost is high

4. Physiological-
biological methods

5. Experimental
methods

Measure
psychological
processes that
individuals are
unable to report

Minimal social
biases

More control over
variables

Increases
understanding of
causal processes

Time and equipment HLM & SEM
costs are high

Carryover effects
may invalidate data

Random assignment MANOVA
not always possible

Time costs and
coding difficulty

Ecological
validity/artificial
setting

Casey etal. (1997)

Stifter etal. (1989)

Grolnick et al.
(1998)

Diener &
Mangelsdorf
(1999)

Cummings etal.
(1985)

Note. Many analytic methods can be used with any of the techniques, depending on the design of the study and the

given measure.
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Researchers interested in the role of cognition in emo-

tion-related regulation are likely to assess either dispo-

sitional or situational cognitive processes (e.g., how

individuals appraise specific emotion-eliciting situa-

tions and use cognitive distraction or cognitive

restructuring to modify its significance (Heckhausen,

1997; Lazarus & Folkman, 1984). Further, individuals

interested in attachment relationships often observe

the ways in which young children deal with different

stressors or emotions when the parent is nearby (e.g.,

self-soothing, fussing to parent, seeking comfort from

the parent, problem solving; Diener & Mangelsdorf,

1999; Grolnick et al., 1998) or examine the relation of

security of attachment to children's abilities to self-reg-

ulate (Contreras, Kerns, Weimer, Gentzler, & Tomich,

2000). In addition, many measures of emotion regula-

tion essentially tap the outcome of such regulation, for

example, if the child shows neutral or positive emo-

tion rather than distress (Carter, Little, Briggs-Gowan,

& Kogan, 1999) or is emotionally labile versus

resilient (e.g., Shields & Cicchetti, 1997). Such meas-

ures are most common in research on the relation of

emotion regulation to adjustment.

A number of researchers have successfully exam-

ined emotion-related regulation using multiple

methods. For example, Kochanska, Murray, and

Harlan (2000) used observational and parent-report

measures to assess children's effortful control and

found that the two methods converged, but prima-

rily for data collected at the same point in time.

Eisenberg and colleagues have used parents' and

teachers' reports of emotion regulation in conjunc-

tion with observational tasks in multiple studies

(e.g., Eisenberg, Fabes, Guthrie, & Reiser, 2000;

Eisenberg, Gershoff, et al., 2001). They have found

that observational measures of emotion regulation

often are associated with adults' reports of the con-

struct and, in combination, are related to both

socialization and children's socioemotional develop-

ment (e.g., adjustment, social competence). More-

over, Mezzacappa, Kindlon, and Earls (1999;

Mezzacappa, Kindlon, Saul, & Earls, 1998) have

used a variety of behavioral measures of regulation

to examine different aspects of control and relate

them to adjustment.

However, emotion regulation is not the only

developmental construct suitable for the multi-

method approach; the development of psy-

chopathology is often studied using multiple raters

and techniques. For example, Cole, Truglio, and

Peeke (1997) examined depressive and anxious

symptomatology in children and adolescents using

a multitrait, multimethod, multigroup approach.

Depressive symptoms were assessed in third and

sixth graders by self-report (GDI; Kovacs, 1981),

parent report (CDI-PF), peer report (Peer Nomina-

tion Index of Depression; Lefkowitz & Tesiny,

1980), and teacher report (Teacher's Rating Index of

Depression; Cole, Martin, Powers, & Truglio,

1996); anxiety dimensions were examined using

similar methods. Data were analyzed using confir-

matory factor analysis, and findings suggest that in

children (third graders), anxiety and depression

may be the same construct, whereas, in adolescence

(sixth graders), these dimensions are quite separate.

Other recent multimethod studies applying a devel-

opmental framework have investigated parenting

(e.g., Metzler, Biglan, Ary, & Li, 1998), school

adjustment (e.g., Lewin, Hops, Davis, & Dishion,

1993), cognitions (e.g., Daleiden, Vassey, &

Williams, 1996), and physical, cognitive, and

socioemotional development (e.g., Trickett, 1993).

Multiple methods of assessment provide the

most thorough assessment of developmental

processes, allowing for examination across multiple

contexts and domains (e.g., physiological indicators

and teachers' reports). In fact, a trend in psycholog-

ical research is the examination of constructs using

latent variables with multiple indicators of a con-

struct in structural equation modeling, as discussed

previously. With this method, for example, meas-

ures derived from different methods or raters can (if

they overlap statistically) contribute to a single

measure of the construct that reflects some contri-

bution from each actual measure.

Despite the benefits of a multimethod approach,

such multimethod studies are not the norm (likely

because of the difficulty in obtaining data from a

variety of sources and the uncertainty in regard to

correspondence among methods), and there are few

data on the relation between physiological indica-

tors of many constructs and questionnaires attempt-

ing to assess similar processes. Nonetheless, such

approaches are clearly the wave of the future.
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CONCLUSION AND TIPS FOR PLANNING A

MULTIMETHOD STUDY

In conclusion, the multimethod approach is ideal

for the study of developmental psychology because,

as illustrated in this chapter, developmental con-

structs are often difficult to tap and require assess-

ment in multiple contexts. Moreover, one single

perfect method does not exist. Self-reports may be

biased by social desirability and age constraints;

other-report methods may not be useful for con-

structs that are difficult to observe; and observa-

tional methods may lack generalizability when

performed in a laboratory setting. Psychophysiolog-

ical methods are promising, but it is often difficult

to control and interpret measurement of certain

biological states. Nevertheless, each method has

something unique to offer that may compensate for

a weakness of another method: self-reports can tap

internal states, other reports may be more objective,

observational methods result in extremely rich data,

and psychophysiological methods tap internal states

that cannot be verbalized. Thus, when used in com-

bination, these methods can represent the intended

constructs more accurately than can any single

measure and can broaden our theoretical scope.

Therefore we have chosen to end with a summary

of a few practical tips for planning a multimethod

study for developmental research, in addition to the

tips provided throughout the chapter. First, start

with a strong theoretical model and justification for

the choice of certain types of methods. Second,

choose measures with moderate to high convergent

validity so you are relatively certain that your meth-

ods are measuring the same constructs, and use sta-

tistical techniques to examine relations among

multiple measures. Third, be certain that your meas-

ures are appropriate for the age, ethnicity, and SES

group you are investigating. Finally, do not try to do

too much (although what is "too much" depends

partly on your theory and resources). Choose only a

few constructs and the design that best answers your

research question in the most parsimonious way. The

multimethod approach may be time consuming and

expensive because of the resulting abundance of

data, so planning accordingly is crucial to a success-

ful program of research.
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C H A P T E R 2 6

MULTIMETHOD APPROACHES IN SOCIAL
PSYCHOLOGY: BETWEEN- AND WITHIN-

METHOD REPLICATION AND MULTI-
METHOD ASSESSMENT

Richard H. Smith and Monica J. Harris

As social psychologists we pursue the goal of

explaining social behavior by using the best meth-

ods we can muster. We usually admit the limita-

tions of any one method. Even if a particular

method seems unassailable, few social psychologists

would feel confident about the validity of a finding

unless it had been replicated, for example. Typically,

such replication goes beyond merely repeating the

same experiment. Rather, we choose a different type

of method to operationalize our independent vari-

able with the aim of conceptually replicating the

effect. We might also choose alternative ways of

measuring our dependent measure that match the

original dependent measure as a construct but are

distinct in measurement type. We might go further

still and use a participant population that is distinc-

tive to generalize the effect across variations in type

of participant and culture. If we achieve a consis-

tent, converging pattern of findings across all these

variations in method, then we may hail our effect as

reliable, valid, and uncontaminated by variance

because of method. Even if we do not achieve con-

sistent findings, such surprising patterns of data are

a benefit, as they can actually sharpen our sense of

the phenomenon at hand and generate new ideas.

The purpose of our chapter is to present a broad

picture of the ways in which social psychologists

use, or could use, multiple methods. Although we

will largely emphasize the assessment end of

research, we will do so in the context of the wider

sense in which social psychologists can use multi-

ple methods. Our conception of multimethod

approaches makes rough distinctions between three

basic ways that social psychologists use multiple

methods, which we label (a) between-method

replication, (b) within-method replication, and

(c) multimethod assessment. We categorize the

first two types as focused largely on the independ-

ent variable side of research. Between-method repli-

cation refers to using different methods of

manipulating an independent variable (such as

varying the way an independent variable is opera-

tionalized), whereas within-method replication refers

to using variations of the same method (such as

using stimulus sampling). The third type, multi-

method assessment, varies the method used to tap

the dependent variable. The general aim across the

three types of replication is to vary some aspect of

the independent or dependent variable while pre-

serving the conceptual meaning of the construct

being manipulated or assessed. Usually, we seek

consistency of results across replication strategies.

We will emphasize, however, that inconsistency

often goes with the territory and is a potentially

useful feature of any ongoing research program (Eid

& Diener, chap. 1, this volume).

BETWEEN-METHOD REPLICATION

When social psychologists think of multiple meth-

ods, we are perhaps just as likely to focus on the

independent variable as the dependent variable.

There is clear virtue even in an exact or strict repli-

cation of a finding (e.g., Hendrick, 1990), but social

psychologists prefer a conceptual replication, using

a different operationalization of the independent
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variable (e.g., Gerard & Mathewson, 1966; Pratka-

nis, Greenwald, Leippe, & Baumgardner, 1988). If

alternative manipulations replicate the effect, then

we have greater confidence that it is the supposed

conceptual variable producing the effect.

Conceptual replication is valuable because

manipulations are usually translations of an idea

and thus are indirect representations of a manipu-

lated variable. There are any number of ways of

operationalizing an independent variable, and the

more complex the manipulation the more one or

more aspects of the manipulations may introduce

an unwanted confound. Manipulations in social

psychology are often more likely to introduce this

sort of problem because in efforts to achieve suffi-

cient realism and impact (Aronson, Ellsworth, Carl-

smith, & Gonzales, 1990), some aspect of the

manipulation can create unforeseeable effects, mak-

ing interpretation unclear or baffling.

Researchers have various ways of categorizing

methods of manipulating independent variables,

but one broad distinction that is especially relevant

for social psychologists, and that often translates

into using different operationalizations, is between-

field studies and laboratory studies. Social psychol-

ogists are most likely to use lab experiments to test

their theories largely because of the high degree of

control that lab experiment can more easily provide

and the yield in terms of clear causal inferences.

However, for all the virtues of the highly controlled

lab experiment, there are also well-known ethical

and practical drawbacks, especially for studying

certain phenomena (e.g., reactions to terrorist

attacks or natural disasters), that often make lab

experiments unfeasible and make field studies

desirable.

Field studies are useful even if ethical and prac-

tical challenges are absent in the laboratory. For one

thing, much social psychological phenomena can be

altered by participants' knowledge of their being in

an experiment, despite the cleverest cover story.

Field experiments in which participants are

unaware of their participation eliminate this prob-

lem (although they introduce their own ethical

problems in terms of lack of informed consent).

Also, from a multiple method point of view, field

and lab studies are far from unequal partners in the

research process. A field study may add support to a

hypothesized relationship through conceptual repli-

cation and produce unexpected associations that

then receive further attention. Testing an idea in a

field setting, once it has already been isolated in a

lab setting, not only addresses issues of generaliz-

ability, but may also suggest moderating variables.

We should also note that experimentation itself

need not be seen as the be-all and end-all as general

research strategy. A weakness of experimentation,

especially in laboratory settings, is that it can fail to

capture the complex interaction of variables that are

sometimes the major determinants of behavior.

Indeed, many social psychological research tradi-

tions, such as those that focus on cross-cultural

issues (e.g., Diener & Suh, 2000), use correlational

methods more typically. Correlational research

strategies seem to address the inherent complexities

of social interactions in a more satisfying way than

experimental approaches and represent a varied set

of effective, alternative methodological approaches

to tackling social psychological phenomena.

A commonly cited example (Aronson et al., 1990)

of the interplay between the laboratory and the field

in social psychology is the research done on the

effects of mood and helping. Laboratory experiments

using mood induction techniques ranging from read-

ing positive or negative texts (e.g., Aderman, 1972)

to remembering happy or sad experiences (e.g.,

Moore, Underwood, & Rosenhan, 1973) have found

fairly consistent increased helping effect for positive

mood. However, these studies suffer from potential

experimenter demand problems, and as well as the

sense the helping settings used are unnatural. But,

the basic finding has been replicated in field settings

(e.g., Isen & Levin, 1972; Underwood, Froming, &

Moore, 1977). In a now-classic series of studies, Isen

and Levin (1972) found that undergraduates who

received cookies while studying in a library were

more likely to volunteer in response to a student's

request, and adults who found a dime left in a public

telephone were more likely to pick up papers that

were dropped in front of them. This research actually

provided two conceptual replications, at both the

independent (between-method replication) and

dependent variable level (multimethod assessment).

As Aronson et al. (1990) pointed out, the "conver-
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gence of results across methods and across settings

greatly enhances our confidence in both sets of find-

ings" (p. 181). Field studies seem especially valuable

in assessing the generality of an effect and in uncov-

ering "new variables that must be brought under

control if the research is to have widespread applica-

bility" (p. 181).

Although there is considerable precedent for

between-method replication using field and lab

studies, most programs of social psychological

research involve multiple laboratory methods. As an

example of between-method replication in labora-

tory settings, commentaries on social psychological

methods (e.g., Aronson et al., 1990; Hendrick,

1990) often cite Gerard and Mathewson's (1966)

conceptual replication of the classic dissonance

study by Aronson and Mills (1959) showing the

effects of the severity of initiation on liking for a

group. In the original study, Aronson and Mills

operationalized severity by varying whether female

participants had to recite obscene words to gain

group membership. As compelling as this study

was, one could easily generate alternative explana-

tions for the finding and wonder about its general-

izability. The Gerard and Mathewson study used

shock instead of the reciting of obscene words and

found the same core finding, therefore enhancing

the generality and reliability of the effect and as

well as the dissonance interpretation.

Hendrick (1990), in a thorough analysis of the

virtues of different types of replications, offers a few

suggestions for how to go about doing replications

in a systematic manner. First, clarify what proce-

dural aspects of the original study, together with

other features of the experimental context (e.g.,

participant characteristics, mode of participant

recruitment, historical and cultural context, physi-

cal setting, experimenter attributes, formatting of

materials), would produce a "strict" replication if

duplicated. Second, alter the original procedural

details such that some variations should produce

results similar to the original study and that other

variations should produce results different from the

original study (all decisions guided by the concep-

tual similarity or dissimilarity of the variations to

the original manipulation). Third, resources permit-

ting, further replicate the original finding by vary-

ing contextual variables of such as participant type,

cultural setting, mode of participant recruitment,

and so on.

Social psychologists actually use systematic

replication much less than its scientific yield

would call for (Aronson et al., 1990; Hendrick,

1990). Apart from the often forbidding additional

resources required for doing systematic replica-

tion, the discipline of psychology provides little

reward for the effort in terms of journal space and

respect (Hendrick, 1990). Nonetheless, there

seems no question that systematic replication, or

some approximation of this approach, has great

potential to establish the reliability, construct

validity, and generalizability of an effect (also see

Rosenthal, 1990). What is more, as researchers

probe the range of the effect, new hypotheses

often emerge, and new research directions beckon.

Thus, social psychologists should embrace more

consistently and vigorously this facet of multi-

method research.

WITHIN-METHOD REPLICATION

The second general type of multiplicity in method

involving the independent variable is replication

within a specific method, usually within a particu-

lar experiment. This is an important consideration

for much social psychological experimentation,

although, as Wells and Windschitl (1999) showed

in a recent review of this research strategy, it is

underappreciated in its importance and underused.

Stimulus sampling, in which multiple instances of a

stimulus category are used in a particular experi-

ment, is the prime example of this type of replica-

tion. Wells and Windschitl (1999) emphasized that

stimulus sampling is especially needed "whenever

individual instances in the category potentially vary

from one another in ways that might be relevant to

the dependent measure" (pp. 1115-1116). An

example would be of using photographs to examine

the effects of physical attractiveness on person per-

ception (e.g., Alicke, Smith, & Klotz, 1986). Using

only one instance to represent levels of attractive-

ness, given the huge variability in physical attrib-

utes potentially contributing to attractiveness,

would be methodologically imprudent.
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Stimulus sampling furthers external validity by

enhancing the sense that any effect can be general-

ized across other similar stimuli. Wells and Winds-

chid (1999) also emphasized the role stimulus

sampling plays in assessing construct validity. Only

using a single instance of category to represent the

category "can confound the unique characteristics

of the selected stimulus with the category. What

may be portrayed as a category effect could in fact

be due to the unique characteristics of the stimulus

selected to represent the category" (p. 1116).

Stimulus sampling may be a particularly impor-

tant issue in social psychology because many social

psychological experiments, all too often, end up

involving a single individual to represent a category

of people. To illustrate the problem Wells and

Windschitl (1999) gave the hypothetical research

example in which it is proposed that people give

more personal space to males compared to females.

The idea is tested by having a male or female con-

federate stand at a place in a mall by which many

patrons must pass. Suppose the researcher finds,

on average, that the male confederate is given 12

centimeters greater distance than the female confed-

erate. This may seem to be good evidence of a "gen-

der" effect, but, in fact, one is really comparing

confederates who are very different in ways besides

their gender. The researcher may appear to be

manipulating gender, but a better way to capture

what is happening is to label each condition with

the name of each experimenter. If results show that

"Stan" produces greater personal space than "Mary,"

then the ambiguity inherent in the manipulation is

plain to see, and the need for multiple male and

female confederates is obvious.

Interestingly, although most social psychologists

are well aware of the need for multiple sampling of

stimuli, in any one experiment the implementation

of such sampling is often disregarded, even though

the "use of one stimulus to represent a category can

be construed as functionally equivalent to conduct-

ing an experiment with a sample size of n = 1"

(Wells & Windschitl, 1999, p. 1123). Wells and

Windschitl (1999) urged social psychologists to rec-

ognize the need for within-method replication,

although they also acknowledged that practical con-

siderations often preclude its extensive use. In addi-

tion, it is often unclear how one would best select a

set of exemplars for a construct despite the best

intentions. Even so, researchers benefit from appre-

ciating the potential problems associated with

neglecting within-method replication strategies, and

they should use their common sense in taking steps

to avoid these problems. Simply being aware of the

tendency to assume incorrectly that the exemplars

chosen to represent a category are in fact represen-

tative encourages a more careful selection process.

MULTIMETHOD ASSESSMENT

Because as social psychologists we often focus so

much of our research energy on the laboratory

experiment, we may be especially attuned to

between- and within-method replications of our

independent variables. However, we also accept the

more typical conception of multimethod research

that involves tapping into a dependent variable in

multiple ways. Recognizing that any single source

of measurement carries with it sources of bias and

error, researchers ideally attempt to converge on the

"truth" of a construct by assessing it through multi-

ple measures, each with a different set of possible

biases and error. When an independent variable

produces similar effects across, say, a self-report,

behavioral, and physiological measure, we can be

more confident of the validity and generalizability

of our conclusions than if only one dependent

measure were used.

This logic has been endorsed repeatedly and

enthusiastically in methodology texts in social psy-

chology since the publication of Campbell and

Fiske's (1959) seminal article (Aronson et al., 1990;

Brewer, 2000; Cook, 1993; Houts, Cook, &

Shadish, 1986; West, Biesanz, & Pitts, 2000). In

practice, however, there is a regrettable overreliance

on self-reports in social psychology (Diener & Scol-

lon, 2002) stemming from a combination of factors,

ranging from the economy and ease of use of self-

report measures to inertia and satisfaction with

such measures.

The poverty of dependent variable choices evident

in much social psychological research is particularly

unfortunate given that the majority of the measure-

ment approaches described in this volume are well
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suited for tackling social psychological hypotheses. In

the section that follows, we present an overview of

important methodological features of these methods

as well as an assessment of their appropriateness for

and typical use within social psychology.

Table 26.1 presents a critical overview of the

research methods covered in this volume. We offer

this table as a way for researchers to compare easily

the advantages and disadvantages of a given method,

in addition to pointing interested readers to examples

of recent social psychological studies using a method.

For each method, we offer our opinion of the primary

strengths and weaknesses of the methodology and

present our sense (based on up-to-date review papers

where available or based on estimates taken from

research laboratories prominently identified with the

methodology that have provided recent psychometric

data) of its typical reliability and validity.

Next, we offer our subjective assessment of three

important features of each method that might affect

researchers' decisions to use it: (a) the directness of

the inference afforded by the method, (b) the reac-

tivity of the method, and (c) the ease of data collec-

tion using the method. By the directness of

inference, we mean essentially the tightness of the

conceptual link between the dependent measure

provided by a method and the hypothetical con-

struct of interest. A direct measure is one in which

there are few, if any, plausible explanations for scor-

ing high on the measure other than the participant

actually having high standing on the hypothetical

construct. An indirect measure is one in which a

high score can mean other things besides high

standing on the construct.

All other things being equal, a method that

offers a more direct inference is usually a more

valid measure, but in social psychology, all other

things are often not equal. One of the disadvantages

of more direct methods is that the directness of

inference is often inversely related to the reactivity

of the measurement (Webb, Campbell, Schwartz,

Sechrest, & Grove, 1981). Thus, we offer also our

assessment of each method's reactivity, defined as

the extent to which the methodology raises partici-

pants' awareness of the construct being assessed

and consequently their ability to modify their

responses. When the construct of interest involves

socially undesirable behaviors (e.g., prejudice),

reactivity of measurement opens the real possibility

of data distorted by response biases. In such cases,

researchers might reasonably opt for a messier, less-

direct form of measurement than a distorted—albeit

direct—answer to their questions.

When interpreting our reactivity ratings, it is

important to keep in mind that the judgment of

reactivity refers to whether the dependent measure

creates participants' awareness of the construct of

interest and hence enables them to modify their

responses with respect to that construct. Thus, a

measure can be "reactive" in the sense of being

obvious or intrusive yet still be considered "nonre-

active" if the participants are unable to modify their

behavioral response despite their awareness of the

measurement process.

In some cases, a given method's variations are

methodologically similar enough to each other that

a single judgment of reactivity can be confidently

offered for the method as a whole, as with global

self-assessment methods (see Lucas & Baird, chap.

3, this volume). In other cases (Bakeman & Gnisci,

chap. 10, this volume), though, the method cate-

gory consists of a broad range of disparate meas-

ures, some of which are highly reactive but some of

which may be completely nonreactive. For cate-

gories such as these, then, we are able merely to

conclude somewhat lamely that the reactivity of

measurement "varies."

EXAMPLES OF MULTIMETHOD ASSESSMENT:

THE MEASUREMENT OF ATTITUDES

Testing the tripartite structure of attitudes. The

measurement of attitudes is one area of research in

which multimethod assessment has proven espe-

cially useful. A long-standing claim about attitudes

is that they have a tripartite structure consisting of

affective, behavioral, and cognitive components.

Breckler (1984) pointed out that using a single

method, such as self-reports, to distinguish the

three attitude components may produce overesti-

mated correlations between components, simply

because of shared method variance. Thus, measur-

ing the three components using just self-reports

may mask the presence of a robust tripartite struc-
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ture. Also, theoretically, there is little reason to

assume that people's attitudes are only a function of

processes captured by self-report. Nonverbal meas-

ures of physiological responses and overt behavior

may tap other aspects of a person's attitude. Fur-

thermore, each of the three components is a hypo-

thetical, unobservable construct, and as such "no

single measure can be assumed to capture its full

nature" (p. 1193). The more the assessment of each

component is achieved through multiple and maxi-

mally distinct methods, the more measurement

errors will cancel out. As measurement method

overlap increases, measurement error can accrue,

producing a misleading picture of the attitude

construct.

The two studies reported by Breckler (1984)

took especially effective advantage of a multimethod

approach. In both studies the attitude object was

the domain of snakes. In the first study, participants

completed four measures of affect (Thurstone

Affect, Positive Affect and Negative Mood via the

Mood Adjective Check List, and heart rate) while in

the presence of an actual, live snake. The behavioral

component was first measured by asking partici-

pants to engage in series of increasingly closer phys-

ical contact to the snake. They were also shown a

series of slides of various snakes and asked how

close they would be willing to get to each type of

snake, as a behavioral intention. Finally, they com-

pleted a Thurstone scale that was adapted to tap

behavioral intentions. The cognitive component

consisted of a Thurstone cognition scale, a Semantic

Differential, and a participant-coded favorable or

unfavorable thought listing. Covariance structure

analysis favored a tripartite model. With the excep-

tion of heart rate, all the measures loaded most

highly on their respective factors. Furthermore, the

three factors were correlated with each other but

only moderately so. Using multiple methods to tap

each component reduced the likelihood that over-

lapping measurement error would exaggerate the

sense that three components were highly correlated.

Thus, the independence between components was

given a better chance to emerge.

Breckler took further advantage of multimethod

assessment strategies in Study 2. He tested his sup-

position that measuring the three attitude compo-

nents using only one type of measure would reduce

the sense of independence between components. He

reasoned that using a paper-and-pencil measure for

all components would enhance the likelihood that

all responses, even to behavioral questions, would

actually be determined by participants' "verbal

knowledge system." Participants in Study 2 were

asked to imagine the presence of a live snake

(rather than responding to an actual snake) and

completed verbal report versions of the nonverbal

measures used in Study 1 (in addition to the other

verbal measures). Covariance structure analysis

suggested that the three-factor model was superior

to the one-factor model; however, compared to

Study 1, the magnitude of this difference was small.

Breckler (1984) argued that the use of the same

method to measure the three components as well as

an imagined stimulus "lead to an overestimate of

correlations among affect, behavior, and cognition"

(p. 1202). In Study 1 the average correlations

among the components was .55, whereas in Study 2

it was .83.

Using an actual snake versus an imagined snake

also appeared to affect participants' responses. This

seemed especially evident when examining partici-

pants' responses to the negative and positive mood

scales in the two studies. In Study 1, where partici-

pants reacted to an actual snake and thus were

probably reporting more what they would actually

feel about snakes, the correlation between positive

and negative mood was only -.13 (ns). However, in

Study 2, where participants imagined how they

would react to a snake, the correlation was -.42

(p. < .01). It seems reasonable to suppose that

the latter correlation more reflects participants' the-

ories of how they react than how they might actu-

ally react.

Breckler's two studies show what a multimethod

approach to tackling a question can yield. Study 1,

using multiple types of measures for each attitude

component, was able to show clearly that the meas-

ures designed to tap a particular component were

more highly correlated with each other than they

were with measures designed to tap the other com-

ponents. And yet, each component was correlated

enough with the other to suggest that each was suf-

ficiently linked to a broader construct of a general
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attitude. The importance of multiple types of meas-

ures was highlighted by the contrasting pattern of

result in Study 2, which used only one type of

measure, verbal self-report. The three components,

using this single-method approach, seemed much

less independent than what was evident in the mul-

timethod Study 1. Interestingly, the variability in

the degree of independence between the attitude

components evident in comparing the two studies

became a springboard for understanding more fully

the nature of the attitude construct. Breckler specu-

lated about a number of factors that might make

each component associated with a distinct or simi-

lar response system beyond measurement overlap,

such as degree to which a person's behavioral

response toward the object is voluntary and consis-

tent with the other components. A multimethod

approach also leads naturally to the suggestion that

future research should involve conceptual replica-

tion using other attitude domains besides snakes.

Presumably, the tripartite model would emerge

across attitude domains, but variations in intercom-

ponent consistency would hardly be a problem if

the underlying reasons for such variability could be

systematically tracked or introduced. Domains in

which people have a lot more experience, those that

are more concrete, and those whose responses are

mediated by more than one response system are

possibilities, each of which could be tested using a

multimethod approach.

The measurement of prejudice. Some attitudes are

more subject to socially desirable responding than

others, and in such cases the high reactivity of self-

report measures becomes an even greater problem.

Not only are people sometimes motivated to

misrepresent their attitudes for self-presentational

reason, but they may also be unaware of their true

attitudes (Greenwald & Banaji, 1995). Prejudicial

attitudes are prime examples. Thus, social

psychologists have searched for methods besides

self-reports to measure such attitudes more

accurately (Devine, 1989; Dovidio, Kawakami,

Johnson, Johnson, & Howard, 1997; Fazio, Jackson,

Dunton, & Williams, 1995; Greenwald, McGhee, &

Schwartz, 1998). The most recent of these

techniques is the Implicit Association Test (IAT;

Greenwald et al., 1998), mentioned earlier, which

aims to measure unconscious attitudes through

tapping automatically evoked negative and positive

associations with attitude objects. The IAT holds

much promise because its procedure, which is based

on reaction times, appears impervious to self-

presentational motives. In addition, as the measure

seems connected to a response system distinct

from self-report measures, it may "reveal unique

components of attitudes that lie outside conscious

awareness and control" (Cunningham, Preacher, &

Banaji, 2001, p. 163). The IAT, therefore, is an

assessment method that promises to measure

attitudes in a less-reactive way than traditional self-

report measures while at the same time tapping

aspects of attitudes that other measures might not

be able to measure, even if these measures did not

suffer from high reactivity.

Recent research using the IAT has taken advan-

tage of multimethod approaches as researchers

compare and contrast the reliability and validity of

the IAT with other measures. A study by McConnell

and Leibold (2001) is an interesting example.

Participants completed the IAT and explicit (self-

report, semantic differentials, and feeling thermo-

meter) measures of prejudice and then later met

with a White and then a Black experimenter in a

structured social interaction. Videotapes of these

interactions were coded for a number of specific

prejudicial behaviors. In addition to these codings,

each experimenter also made global ratings of the

participants' prejudicial behavior.

Unlike some previous work (Greenwald et al.,

1998), the IAT and the explicit measures were mod-

erately correlated with each other (r = . 42, p < .01)

Both types of measures were correlated with preju-

diced reactions, but the IAT was correlated with

both experimenter global ratings and coders' rat-

ings, whereas explicit measures were only corre-

lated with experimenter ratings—even though

coder ratings and experimenter ratings were corre-

lated with each other.

The multimethod approach taken in this study

allowed a number of important points to be made.

First, the moderate correlation between the implicit

and the explicit measures suggested that they meas-

ure overlapping but distinct constructs. This picture
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was further reinforced by the pattern of correlations

between these two measures and the multiple meas-

ures of prejudiced reactions. Both implicit and

explicit measures were correlated with coder rat-

ings, but only the implicit measure was correlated

with experimenter ratings as well, suggesting that

the IAT can predict prejudiced reactions in a way

that explicit measures cannot. Prior research by

Dovidio et al. (1997) indicates that only implicit

measures of prejudice correlate with the type of

nonverbal behavior similar to what was coded for

in the present study. Nonverbal behaviors are under

less conscious control than verbal speech (Babad,

Bernieri, & Rosenthal, 1989; Ekman & Friesen,

1969), and so it makes sense that the IAT, billed as

a measure more closely linked to unconscious

processes, should correlate with nonverbal behav-

iors. Only by including both implicit and explicit

measures of attitudes and including both nonverbal

and global ratings of prejudicial behavior would

this more complex sense of how prejudicial atti-

tudes operate and predict behavior have had the

opportunity to emerge.

The virtues of multimethod approaches are also

evident in what was not done in the McConnell

and Leibold study. Of course, any study has limita-

tions, and McConnell and Leibold listed a number

of features of their procedure that call for replicat-

ing the results in a way that rules out alterative

explanations or that adds to their generalizability.

The design of the study entailed that participants

interact with the Black experimenter close on the

heels of completing the measure of prejudicial atti-

tudes, making the accessibility of conscious racial

attitudes more likely and enhancing the likelihood

of attitude-behavior consistency (e.g., Fazio, Pow-

ell, & Williams, 1989). McConnell and Leibold

(2001) speculated that their procedure would make

it more likely that the Black experimenter would

be categorized as "Black," also making participants'

racial attitudes more predictive of their behavior

toward the Black experimenter (Smith, Fazio, &

Cejka, 1996). Replicating the study without this

proximity of attitude measurement and prejudicial

reaction measure would test these possibilities.

McConnell and Leibold also speculated that one

reason why their study found a correlation between

the IAT and explicit measures is that their partici-

pants completed the IAT after completing the

explicit measures. Prior work by Greenwald et al.

(1998), in which no correlation emerged, placed

the IAT before the explicit measures. The IAT prob-

ably sensitized participants to the issue of racial

attitudes and thus may have heightened self-pre-

sentational motives. Examining this issue more

systematically through a replication that varies the

order of completing these measures is clearly a

necessary step to take. We can add another multi-

method suggestion. The McConnell and Leibold

procedure might also have benefitted from stimulus

sampling. Only one White experimenter and one

Black experimenter were used, and thus it is quite

possible that idiosyncratic features of either or

both of the experimenters might have introduced

confounds.

Examples of Multimethod Assessment:
Interpersonal Conflict and Aggression

Agreeableness and conflict. William Graziano and

his colleagues have conducted a program of

research that also illustrates well the strengths and

advantages of a multimethod approach in social

psychology. We chose this particular study

(Graziano, Jensen-Campbell, & Hair, 1996) to

describe in some detail because it is a good example

of all three forms of multimethod research: multi-

method assessment of the dependent variables,

between-method replication of the independent

variable, and within-method replication of the inde-

pendent variable. The article describes the results of

two studies aimed at testing the hypothesis that

individual differences in Agreeableness are related

to patterns of conflict and preferences for conflict

resolution strategies.

In Study 1, 263 undergraduates completed a

measure of Agreeableness based on Goldberg's

(1992) self-rating markers of the Five-Factor Model

of personality. Participants then read a series of 10

conflict vignettes describing possible conflict situa-

tions in various sorts of relationships (family,

friends, romantic partners, etc.), and they rated

how effective each of 11 possible strategies was for

resolving the conflict in that situation. The 11
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strategies were then collapsed into the three broad

categories of power assertion (e.g., physical action,

threats, criticism); disengagement (e.g., submission,

wait and see); and negotiation (e.g., compromise,

third-party mediation). Analyses revealed that

although both high and low Agreeableness individ-

uals felt that negotiation and disengagement were

superior forms of conflict resolution than was

power assertion, participants low in Agreeableness

viewed power assertion as a more effective choice

than did high Agreeable participants (Graziano et

al, 1996).

Study 2 of the Graziano et al. (1996) article was

designed to address some of the limitations of the

first study, namely that the vignette methodology,

while providing greater control and avoiding prob-

lems with deception, could still be considered artifi-

cial and constraining of participants' natural

reactions to conflict situations. To address these lim-

itations, Graziano and his colleagues conducted

their second study, which involved videotaping 62

same-sex dyads of varying combinations of Agree-

ableness (high/high; low/low; high/low) while they

engaged in two mild conflict situations. One situa-

tion required the members of the dyad to arrive at a

unanimous decision for a trial in which they had

received material differing with respect to whether

they should rule in favor of the plaintiff. The other

situation required them to role-play individuals

competing for a scarce resource; the role-play was set

up so that a mutually acceptable solution was possi-

ble but could be arrived at only through discussion.

Dependent measures for this study included partici-

pants' self-reports of the degree of conflict perceived

during the interaction, ratings of their partner, and

molar and molecular nonverbal variables coded by

objective raters from the videotapes.

Analyses revealed that high-Agreeable partici-

pants perceived less conflict in the interaction, liked

their partners better, and rated them more positively

compared to low-Agreeable participants (Graziano et

al., 1996). As predicted, low-Agreeable participants

were more likely to elicit more conflict from their

partners than high-Agreeable individuals. Agreeable-

ness was also related to the nonverbal cues given off

by participants; for example, low-Agreeable partici-

pants leaned away from their partners more often.

Interestingly, low-Agreeable individuals smiled more

often when they were paired with another low-

Agreeable person than when they were paired with a

high-Agreeable person.

In sum, the Graziano et al. (1996) article

encompasses an impressive array of introducing

conflict and measuring reactions to this conflict.

Between-method replication was achieved by vary-

ing three ways of introducing conflict: vignettes, a

videotaped interaction involving an actual conflict

situation, and role-playing. Within-method replica-

tion was achieved by creating different vignettes in

Study 1 (i.e., 10 conflict vignettes involving differ-

ent sorts of relationships). Multimethod assessment

was achieved by including self-report, observer rat-

ings, and nonverbal behaviors. That similar themes

emerged from all these ways of introducing conflict

and measuring reactions adds greatly to the validity

of the Agreeableness construct and helps lead to

conclusions that are relatively impervious to artifac-

tual alternative explanations. But the Graziano et al.

(1996) study also exemplifies some of the interpre-

tive perils involved in multimethod research. For

example, observers' ratings of participants' Agree-

ableness were only modestly correlated with partici-

pants' self-reported Agreeableness, r(123) = .21, p <

.05. Although this correlation was statistically sig-

nificant, it is on the low side of what would be con-

sidered desirable for a convergent validity

coefficient. Moreover, computing the correlations

separately by sex revealed further complications:

Observers agreed significantly with self-reports for

men but not for women. The question then

becomes what to make of the lack of strong agree-

ment: Which measurement source is "right"? It is

this very ambiguity in knowing how to interpret

results that are inconsistent across replications or

variables that perhaps undermines researchers'

motivations for including multiple measures or

operationalizations. On the other hand, identifying

limiting conditions, such apparent "failures" to

replicate across dependent variables, may actually

help advance theory.

Aggression and the Southern "culture of honor."

One of the most provocative theories of aggression

introduced in recent years has been Richard Nis-
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belt's program of research asserting that a "culture

of honor" possessed by Southerners can account for

the higher homicide rates in Southern cities (Nis-

bett, 1993; Nisbett & Cohen, 1996). The argument

essentially is that because the South was originally

settled by descendants from herding societies—

societies characterized by a culture of honor that

requires them to retaliate violently to perceived

threats to property or reputation—Southern cities

should be characterized by higher rates of homicide

that are argument or conflict related. Obviously, this

is a hypothesis that would be difficult to test defini-

tively via a traditional 2x2 experimental design.

Nisbett and his colleagues instead have built a case

for their argument around a variety of between- and

within-method replications using experimental and

nonexperimental approaches and multimethod

assessment using a variety of dependent measures.

The following list illustrates the remarkable vari-

ety of methodological approaches adopted by Nis-

bett and Cohen's research program:

1. Analysis of historical and ethnographic studies

of herding societies,

2. Archival analysis of census and crime reports,

3. Representative random sample surveys,

4. Laboratory experiments assessing reactions of

Southerners to insults,

5. Field experiments assessing potential employers'

and newspaper writers' reactions to honor-

related crimes, and

6. Archival analysis of Southern laws, voting

records, and public policies regarding honor-

related practices and crimes (e.g., capital punish-

ment and gun control policies).

Moreover, the studies conducted within each of

these methodological approaches are in turn char-

acterized by an admirable attention to diversity of

dependent variables. Take, for example, the three

studies reported in Cohen, Nisbett, Bowdle, and

Schwarz (1996). In Study 1, Southern and Northern

male undergraduates at the University of Michigan

were instructed to walk down a narrow hallway,

necessitating the closing of a file drawer by a con-

federate. The participant had to return back down

the hallway almost immediately, once again appar-

ently inconveniencing the confederate, who

slammed the file drawer shut, bumped the partici-

pant with his shoulder, and called him an "asshole"

under his breath. There were three categories of

dependent measures: objective judges' ratings of

how angry and amused the participant appeared

after the bump; projective hostility measures (a

word completion task, ratings of negative emotions

shown in photographs, and completion of a neutral

scenario); and an insult prime scenario, where par-

ticipants were asked to finish a story involving one

man making a pass at the first character's fiancee.

In Study 2, the same bumping/insult manipula-

tion was used, but different dependent variables

were assessed. Cortisol levels, which indicate stress,

and testosterone levels, which are associated with

aggression and dominance behavior, were measured

before and after the confederate's insult. Partici-

pants were also asked to indicate how much electric

shock they would be willing to experience in a later

phase of the experiment, as a means of assessing

their motivation to demonstrate toughness. Partici-

pants then completed a number of scenarios that

were ambiguous as to whether an insult had

occurred. In addition, objective judges rated the

emotional expressions of the participant immedi-

ately following the bumping incident as was done

in Study 1.

For Study 3, following the bump and insult, a

different confederate walked down the narrow hall

toward the participant. As there was not room for

them to pass each other side by side, one person

had to give way to the other. The confederate did

not slow his pace, and the dependent measure was

the distance at which the participant gave way (if at

all). The participant was then led to a room con-

taining a third confederate, who shook hands with

the participant as they were introduced. This con-

federate recorded a rating of how firm the hand-

shake was and the degree to which the participant's

gaze was domineering. Participants also responded

to a questionnaire asking them to rate how they

think they would come across to the third confeder-

ate (who in one condition observed the insult), as a

way of assessing whether insulted participants

believed their reputations suffered as a result.

In sum, the three studies reported in Cohen

et al. (1996) encompass a remarkable range of
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dependent measures, with an emphasis on relatively

nonreactive behavioral measures. Indeed, the

almost total absence of traditional self-report vari-

ables is striking. Analyses revealed, for the most

part, consistent results across dependent measures.

Compared to Northerners, Southerners who were

insulted (a) became more upset, as measured by

their emotional reactions and cortisol levels; (b)

were more likely to be cognitively primed to give

aggressive responses, as measured by their reactions

to the insult scenario; and (c) showed a greater

inclination to behave aggressively or dominantly as

seen by their gains in testosterone levels, inclina-

tion not to give way to the other confederate, and

handshaking/gaze behavior.

On some of the dependent variables, there were

no regional differences obtained, but in one sense

these nonsignificant results help in important ways

to refine further the culture of honor perspective.

For example, there were no differences between

Southerners and Northerners in their reaction to

either the neutral or ambiguous threat scenarios or

on the shock acceptance measure. Cohen and his

colleagues interpreted this pattern as demonstrating

reassuring discriminant validity: "[T]he effect of the

affront was limited to situations that concerned

issues of honor, were emotionally involving, and

had actual consequences for the participant's mas-

culine status and reputation" (1996, p. 957).

Clearly, Nisbett and Cohen's (1996) series of studies

illustrate the full breadth and benefits of a multi-

method approach to a research question.

Encouraging Adoption of Multimethod

Approaches in Social Psychology

Most social psychologists agree that a multimethod

perspective in conducting research is useful if not

necessary. One reason for this agreement is that we

can all quickly think of topic areas in which

progress was held back initially by an inadequate

application of multimethods—but in which

progress was also advanced by a more effective

application in the long run. Research on social facil-

itation (e.g., Guerin, 1986; Triplett, 1898; Zajonc,

1965) and group polarization (e.g., Myers & Lamm,

1976; Stoner, 1961) are classic, well-worn exam-

ples. In the case of the group polarization, the ini-

tial research appeared to show that group decisions

tended to be riskier than individuals decisions

(Stoner, 1961). However, this "risky shift" turned

out to be dependent on the nature of the decision,

and thus was an artifact of insufficient stimulus

sampling (e.g., Burnstein & Vinoker, 1975; Myers

& Lamm, 1976). Research using a representative

range of decision types showed that groups actually

tend to polarize decision making, hence the revised

label of "group polarization." Both the social facili-

tation research and the group polarization research

are part of any social psychologist's collective mem-

ory of instances in which oversights, failures, or

glitches in our use of multimethods slowed

progress more than necessary.

Recommendations for the field. If most social psy-

chologists agree that a multimethod perspective in

conducting research is useful if not necessary, the

question then becomes, Why is this perspective not

adopted more frequently in the studies we publish?

Perhaps the most honest answer to that question is

that a multimethod approach, particularly one that

involves all the levels of multimethod analysis that

we describe here, is quite simply a lot of work.

Also, given the publish-or-perish pressures of the

tenure track, the vague disrespect often given to

mere replications, and the seemingly ever-expand-

ing number of studies required per manuscript to

get accepted at top journals, the temptation is great

indeed to stick with a measure and/or manipulation

that you know works.

The ultimate consequence of such pressures is

that our discipline is confronted with a social trap:

It is in most researchers' individual best interest to

get more research done more quickly by using a

small number of previously validated procedures

and without bothering to replicate findings with

other procedures or samples; yet when everybody

does so, the knowledge base of our field suffers. To

put it another way, until a multimethod approach to

conducting research becomes either normative or

required in our discipline, the costs of such

approaches in terms of time, reduced productivity,

and the risk of inconsistent results generally out-

weigh the perceived benefits to validity and theory

that accrue. We thus pay lip service to multimethod
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approaches in much the same way we do the neces-

sity for cross-cultural replication: Sounds great, and

somebody needs to do it, but just not me.

In Garrett Hardin's classic article, "The Tragedy

of the Commons," he noted that appeals to better

behavior rarely work to solve social traps and that

instead what is needed is "mutual coercion, mutu-

ally agreed upon" (1968, p. 1247). Should our dis-

cipline arrive at the consensus that demonstrating

construct validity through multimethod research is

important, measures could in principle be taken to

ensure that it is adopted more frequently. Prece-

dence for such actions has been established before,

as, for example, seen in the Task Force on Statisti-

cal Inference (Wilkinson, 1999). For many years,

writers had been decrying the single-minded pur-

suit of p levels and neglect of effect sizes, to little or

no effect (Cohen, 1994; Harris, 1991; Meehl, 1978).

But after the American Psychological Association

(APA) convened the Task Force and changed APA

style in response to its recommendations to mandate

the reporting of effect sizes to accompany each

focused test of significance, such reporting of effect

sizes is now routine. Although APA policy strictly

speaking applies only to journals published by APA,

most other psychological journals would follow suit.

A less heavy-handed solution our field could

take is to institute norms for using multimethod

approaches in a multitiered fashion through

changes in editorial policy among the premier jour-

nals of our discipline. It would require only a small

shift in editorial policy to request that follow-up

studies within a manuscript show convergence

across operationalizations of the independent and

dependent variables. Change in policy could occur

on a grassroots basis as well, if manuscript review-

ers started including multimethod convergence as

one of the criteria they evaluate before recommend-

ing acceptance in a top-tier journal.

A third course of action our field can take is to

improve the education of our graduate students. In

many PhD programs in social psychology, the only

coverage of multimethod issues is the assignment of

Campbell and Fiske's (1959) classic article. And in

general, procedures for demonstrating validity often

receive short shrift compared to the attention paid

to reliability. This is probably because of the fact

that assessing reliability is a relatively cut-and-dried

matter—you run your test-retest rs or coefficient

alphas—but there is no single standard procedure

for assessing validity. Although this makes teaching

validity and multimethod issues fuzzier, it is not

less important than reliability and should be given

equal weight in our training.

Recommendations for individual researchers. We

are pragmatic enough to realize that few, if any, of

the preceding recommendations will ever actually

be adopted within our discipline. What advice,

then, can we offer to individual researchers who

wish to enhance their use of multimethod

approaches? First, we suggest that researchers do a

better job of explicitly acknowledging the multi-

method convergence of their findings when writing

manuscripts. The more we acknowledge and appre-

ciate multimethod convergence when it happens,

the more we will notice it when it is not there.

Second, researchers should acquaint themselves

with, and take advantage, of the wide variety of sta-

tistical approaches available for demonstrating mul-

timethod agreement, such as simple correlational

analyses, confirmatory factor analysis or structural

equation modeling (e.g., Cunningham et al., 2001;

Kiers, Takane, & ten-Berge, 1996; Koeltinger, 1991;

Millsap, 1995a; Schmitt & Stults, 1986; see also

Fid, Lischetzke, & Nussbeck, chap. 20, this vol-

ume), multilevel modeling (e.g., Livert, Rindskoph,

Saxe, & Stirratt, 2001), treating stimuli as random

factors (e.g., Kenny, 1995) in the case of analyzing

within-method replication, and various computa-

tions available for assessing the success of between-

method replications (Rosenthal, 1990). Even a sim-

ple correlation between two measures differing in

sources of method variance can go a very long way

in demonstrating multimethod agreement, espe-

cially if the alternative is relying on a single meas-

ure. Another simple approach to quantifying

construct validity has been recently proposed by

Westen and Rosenthal (2003), who introduced two

straightforward metrices for gauging the extent of

agreement between hypothesized and obtained pat-

terns of intercorrelations.

Third, as mentioned earlier, researchers in their

role as manuscript reviewers can encourage the use

399



Smith and Harris

of multimethod approaches in others' work by not-

ing reliance on single-source measures or inade-

quate attention to stimulus sampling as a major

limitation to a manuscript, perhaps even precluding

publication, and by lauding evidence of attention to

multimethod issues as a strength. In this vein,

reviewers could help by not insisting on perfect

consistency or significant results across all meas-

ures. Researchers will be more hesitant to try or

report novel methods if they believe an inconsistent

result would doom their publication chances. Also,

as we have discussed earlier, failures to replicate

across dependent measures, independent variable

manipulations, or population type and culture can

advance understanding by pointing out limiting

conditions as much as replication can.

Researchers can and should also take care not to

become paradigm bound. A measure or procedure

that works and that all your buddies working in

this area use is indeed convenient. But sooner or

later you will have learned all that you can with

this approach, or at the least you will miss out on

what you could have learned with another

approach. Social psychologists can benefit from

being more familiar with research done by develop-

mental psychologists, who tend to use multiple

methods more frequently. Reading the work done

by methodologically inventive researchers in per-

sonality and clinical psychology can also be very

enlightening. Researchers working in other fields

have developed techniques and measures that

could, with minor fiddling, be put to good use in

one's own field. The IAT is a good example of this,

as it was originally designed to serve as an implicit

measure of racial prejudice. However, it has quickly

caught on in other areas of psychology and has

been used to measure anything from clinical pho-

bias (Teachman, Gregg, & Woody, 2001) to self-

esteem (Greenwald & Farnham, 2000).

Finally, researchers should be cognizant that

some forms of multimethod validation are more

necessary than others, and we should design and

evaluate studies accordingly. Stimulus sampling

concerns will be less worrisome when the critical

independent variable, say race, is manipulated as

one word or phrase in two otherwise identical

stimulus paragraphs than they would be when only

one black and one white confederate are used. If

the black confederate just happened to have an

unpleasant personality, for example, a more nega-

tive reaction to him or her could mean many other

things besides racism. Similarly, relying on a single

self-report dependent variable may be less trouble-

some if it involves a relatively clear-cut topic that is

not likely to be prone to distortion as a result of

social desirability. Lastly, as Mook (1983) so elo-

quently pointed out, there is a time and place for

external invalidity. In some cases, for example, the

initial stages of a program of research when one is

happy simply to show that a given result is theoreti-

cally possible, demonstrating the result with a sin-

gle measure or operationalization can be truly

informative in and of itself.

CLOSING THOUGHTS

Although the main goal of this chapter is to show

the relevance of multimethod assessment for social

psychology, we have also tried to broaden the sense

of what multimethod research entails in our subdis-

cipline. One way we have tried to achieve this

broader goal is by making a general distinction

between multiple methods focused mostly on the

independent variable (between-method and within-

method replication) and those focused mostly on

the dependent variable (multimethod assessment).

But these are only rough distinctions and are not

meant to force a particular strategy into a Pro-

crustean bed. In fact, the distinctions are somewhat

unwieldy and only approximate the range of what

could be classified as multimethod. Our main point

is that social psychological research can proceed

fruitfully in multimethod fashion on a number of

distinctive, yet overlapping fronts. Our research

may usually take less advantage of expansive multi-

method approaches than it should, but most social

psychologists realize the benefits derived from

being oriented in this direction. We understand that

we do better, more cumulative research to the

extent that we plan our studies with multiple meth-

ods in full view and at least partially applied.
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CLINICAL PSYCHOLOGY:

CONSTRUCT VALIDATION WITH MULTIPLE

SOURCES OF INFORMATION AND

MULTIPLE SETTINGS

G. Leonard Burns and Stephen N. Haynes

This chapter describes the importance of multiple

sources of information from multiple settings for

the construct validation of clinical psychology

measures. We first describe the role of measurement

for research in clinical psychology and for clinical

judgments about clients. Because the quality of

research findings and clinical judgments depend on

the validity of measures, we provide an overview of

procedures for the development of measures. We

then consider in depth how confirmatory factor

analysis can be used to model multitrait by multi-

source matrices for convergent and discriminant

validation of measures. We describe the outcomes

that would be supportive (i.e., measures with more

trait than source variance) and unsupportive (i.e.,

measures with more source than trait variance) of

construct validity. We then review the studies that

used these procedures with clinical psychology

measures. The findings indicate that many measures

contained more source than trait variance. The final

section of the chapter argues that the classic Camp-

bell and Fiske multitrait by multimethod matrix

can be expanded to include additional types of

information (i.e., facets, modes, dimensions, set-

tings, sources, instruments, methods, and occasions

of measurement). This expanded measurement

matrix is considered to provide a rich framework

for the development and validation of measures.

Measurement is important in two areas of clinical

psychology. Measurement is first a central component

in all aspects of clinical research. Clinical research

often involves the evaluation of the effectiveness of

treatments, the identification of characteristics of per-

sons who are more or less likely to benefit from treat-

ments, and the identification of variables that affect

the outcome of treatments. Clinical research also

involves the description of behavior problems and

their associated features and variables associated with

their onset, duration, intensity, or time-course (e.g.,

research on the characteristics and causes of eating

disorders, conduct disorders, marital problems). Mul-

timethod assessment (i.e., the measurement of clini-

cal phenomena with various methods) is considered

essential for good clinical research.

The second area of clinical psychology where

measurement is important involves clinical judg-

ments about clients during assessment and treat-

ment. Clinical psychologists often estimate the

chance that a client will harm himself or herself, pro-

vide psychiatric diagnoses for clients, and identify a

client's most important behavior problems and con-

cerns. Clinical psychologists also make judgments

about the causes of a client's behavior problems, a

client's behavioral, cognitive, and social environmen-

tal strengths, the most appropriate treatment goals

for a client, the best treatment procedures to reach

these goals, and the best way to evaluate the success

of the client's treatment. A particularly important

clinical judgment is the clinical case formulation—

the integration of multiple judgments for the pur-

pose of planning treatment (Haynes & O'Brien,

2000). Multimethod assessment is also considered

important for good clinical judgments.

The validity of clinical research findings and

clinical judgments depends on the validity of

measures used in research and clinical activities.
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Research findings and clinical judgments are usu-

ally drawn from measures derived from inter-

views, questionnaires, standardized tests,

behavioral observations, self-monitoring, and

electrophysiological and biomedical instruments.

Invalid measures may lead us to overestimate,

underestimate, or fail to identify treatment effects

and causal relations in both research and clinical

applications. Because the quality of the measures

affects the quality of clinical research and clinical

decisions about clients, specific, reliable, and

valid measures are mandatory for the advance-

ment of clinical psychology.

DEVELOPMENT OF CLINICAL

PSYCHOLOGY MEASURES

Many strategies have been advanced for the devel-

opment of reliable and valid measures and for the

evaluation of these properties of existing measures.

These strategies include content validation,

exploratory and confirmatory factor analysis, item

performance characteristics and item-response the-

ory strategies, internal consistency, temporal stabil-

ity, and convergent and discriminant validity, among

others (e.g., Haynes & O'Brien, 2000, Table 11-1).

Inferences about the reliability, validity, and item-

level performance of measures used in clinical psy-

chology are often based on estimating the degree to

which variance in the measure of interest is associ-

ated with variance in another measure (e.g., shared

variance with a gold standard measure of the same

construct, variance of an item with an aggregation of

items measuring the same construct, variance of a

measure with itself across time, settings, sources,

and so on). These strategies provide information,

usually in the form of correlations or estimates of

shared variance, that suggest how much confidence

we can have that the measure truly measures what it

is supposed to measure (Messick, 1995); for exam-

ple, how much confidence can we have in using the

measure to make clinical judgments about the char-

acteristics and causes of a client's problems or the

effectiveness of the client's treatment?

These estimates of shared variance can be diffi-

cult to interpret, especially if the shared variance

between the two measures is based on the same

method of measurement. For example, if the two

measures share the same method (e.g., two self-

report measures of depression), the amount of

shared variance reflects both construct and method

variance. Here it is impossible to know if a correla-

tion of .90 between the first and second self-report

measure of depression reflects strong convergent

validity, strong method effects, or some combination

of both. Monomethod research does not provide

very useful information on the construct validity of

measures. Interpretation of shared variance between

monomethod measures is particularly difficult when

the measures contain semantically similar items.

MULTIMETHOD ASSESSMENT AND

CONSTRUCT VALIDATION

With the publication of their 1959 article, "Conver-

gent and Discriminant Validation by the Multitrait-

Multimethod Matrix," Campbell and Fiske made

clear the need to use multiple methods of measure-

ment across multiple traits to evaluate the construct

validity of measures.1 Although Campbell and Fiske

(1959) proposed several qualitative decision rules

for the evaluation of multitrait by multimethod

matrices, it was the application of confirmatory fac-

tor analysis (CFA) to multitrait by multimethod

matrices that provided quantitative procedures to

test simultaneously the convergent and discriminant

validity of the latent traits as well as the discrimi-

nant validity of the latent methods. In addition, the

CFA procedures provided information on the

amount of trait, method, and error variance in each

manifest measure (Eid, Lischetzke, Nussbeck, &

Trierweiler, 2003; Lance, Noble, & Scullen, 2002).

The use of CFA to model multitrait by multi-

method matrices provides a highly sophisticated set

of procedures to determine the construct validity of

measures. To exemplify the merits of these proce-

dures, we first describe how CFA can be used to

model a multitrait by multimethod matrix. For this

'Our use of the term trait in this chapter is similar to the meaning of the term construct where construct is defined as "a synthetic variable, usually
composed of multiple systematically related elements, that is inferred but cannot be directly observed" (Haynes & O'Brien, 2000, p. 297).
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example, we use the attention-deficit/hyperactivity

disorder (ADHD)-inattention (IN), ADHD-hyperac-

tivity/impulsivity (HI), and oppositional defiant dis-

order (ODD) constructs. We first discuss how the

CFA procedures can estimate the convergent and

discriminant validity of the individual symptom rat-

ings on a rating scale, thereby allowing the selec-

tion of items with good convergent and

discriminant validity. We then describe how the

procedures can estimate the convergent and dis-

criminant validity of the summary scores for the

ADHD-IN, ADHD-HI, and ODD measures. In these

examples, we outline the ideal results necessary to

establish strong convergent and discriminant valid-

ity for the measures. We then outline the less-than-

ideal results (i.e., strong method effects) and the

complexities that such results create for judging the

validity of measures.

After this discussion of CFA, we then review the

studies that have used CFA to determine the con-

struct validity of clinical psychology measures. The

review of these studies provides information on

how well certain constructs in clinical psychology

are currently measured (e.g., the convergent and

discriminant validity of measures of anxiety and

depression in children).

The final section of the chapter offers an expan-

sion of the Campbell and Fiske multitrait by multi-

method matrix in terms of multiple types of

information—facets (traits), modes, dimensions,

instruments, methods, sources, settings, and occa-

sions of measurement. We suggest that this

expanded measurement matrix provides a rich con-

ceptual framework to examine the construct valid-

ity of measures in clinical psychology (e.g., the

determination of estimates of shared variance across

the different types of information). This expanded

matrix also underscores the issue that the validity

of measures in clinical psychology can be condi-

tional (e.g., a measure can be valid for decisions in

one setting but not another).

Although our example focuses on ADHD-IN,

ADHD-HI, and ODD, it is meant to provide a gen-

eral framework for estimating the validity of meas-

ures for other behavior problems. We thus

encourage the reader to substitute his or her

favorite three constructs for our three constructs

and to work through the example with the alterna-

tive constructs.

USE OF CFA TO MODEL A MULTITRAIT BY

MULTIMETHOD MATRIX

Currently there are two main CFA approaches to

model multitrait by multimethod matrices: the cor-

related trait-correlated method and the correlated

uniqueness approaches (Lance et al, 2002). Lance

et al. (2002) indicated that the correlated trait-cor-

related method approach is the better choice and

"that the correlated uniqueness model be invoked

only as a last analytic resort" (p. 241) when the cor-

related trait-correlated method approach fails (e.g.,

inadmissible solutions). We thus use the correlated

trait-correlated method approach for this discussion

(see also Bid et al., 2003).

For our example with ADHD-IN, ADHD-HI, and

ODD, let us assume the use of multiple sources

(mothers, fathers, teachers, and teachers' aides) rather

than multiple methods. Later in the chapter we dis-

cuss the complexities associated with using multiple

methods (e.g., interviews, rating scales, direct obser-

vations) to measure multiple traits. Let us also

assume that each source completes the same ADHD-

IN, ADHD-HI, and ODD rating scale. Here the moth-

ers and fathers are instructed to rate the children's

behavior in the home, while the teachers and aides

are instructed to rate the children's behavior in the

classroom. Because our example uses multiple

sources and a single method (same rating scale), we

refer to this example as a multitrait by multisource

matrix to make a distinction between sources and

methods, although the more common name is multi-

trait by multimethod (Campbell & Fiske, 1959).

Prerequisite Psychometric Conditions
The use of CFA to model a multitrait by multisource

matrix requires a significant amount of psychometric

work on the rating scale for each source prior to this

analysis. First, the items and features of the scale

(e.g., wording of items, rating interval, rating

anchors, and so on) must have good content validity

(i.e., the representativeness and relevance of the
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items for the given construct; Haynes, Richard, &

Kubany, 1995). Second, the distributional character-

istics of measures from each item must be reasonable

(e.g., skewness and kurtosis are within reasonable

limits). Third, the ADHD-1N, ADHD-HI, and ODD

measures on the scale must have good internal con-

sistency. And finally, the scale must have demon-

strated good structural validity for each source (i.e.,

separate CFA studies with mothers, fathers, teachers,

and aides show the items on the ADHD-IN, ADHD-

HI, and ODD measures to have the expected struc-

tural properties). Such outcomes represent the major

prerequisite conditions for the use of CFA to model

multitrait by multisource matrices.

Multitrait by Multisource Matrix
Figure 27.1 shows the model with individual symp-

tom ratings. This model involves three latent trait

factors (ADHD-IN, ADHD-HI, and ODD) and four

latent source factors (mothers, fathers, teachers,

and aides). The model contains 104 manifest vari-

ables. This involves 26 manifest variables (symptom

ratings) for mothers, 26 for fathers, 26 for teachers,

and 26 for aides (each source rates the occurrence

of the nine ADHD-IN, nine ADHD-HI, and eight

ODD symptoms). Our purpose with this example is

to demonstrate how CFA procedures can be used to

estimate the convergent and discriminant validity of

the individual symptom ratings.

Barbara Byrne (1994, chap. 6) provided guide-

lines for the use of CFA procedures to model multi-

trait by multisource matrices. She described how

the convergent validity of the traits, the discrimi-

nant validity of the traits, and the discriminant

validity of the sources can be tested at a macro

(matrix) level by the comparison of a series of

nested models. These macro tests are conceptually

similar to an omnibus F-test where a significant

result requires subsequent tests. In a similar man-

ner, positive results from the model tests at the

matrix level (e.g., general evidence for convergent

validity of the traits, discriminant validity of traits,

and discriminant validity of the sources) require an

evaluation of the individual parameters in the

IN9 IN1 IN9 IN1 IN9 I IN1 INS I Hit HIS HI1 I I HI9 I HI1 I I H!9 I HI1 I I HI9 I IOD1I IOD8I OD1 IOD8I OD1 IOD8I IOD1I IOD8

FIGURE 27.1. Heuristic representation of a multitrait by multisource model for the attention-deficit/hyperactivity
disorder (ADHD)-inattention (IN), ADHD-hyperactivity/impulsivity (HI), and oppositional defiant disorder (ODD)
symptom ratings (26 symptom ratings per source—nine ADHD-IN symptoms, nine ADHD-HI symptoms, and eight
ODD symptoms).
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model. The inspection of the individual parameters

provides information on the amount of trait (con-

struct), source, and error variance in each manifest

variable, the magnitude of the correlations among

the specific pairs of latent traits, and the magnitude

of the correlations among the specific pairs of latent

sources. The findings at the individual parameter

level are central to the evaluation of the construct

validity of each measure (manifest variable). In fact,

the findings at the parameter level can significantly

qualify the positive findings from the matrix levels

tests (Byrne, 1994, chap. 6). Because of this, it is

important to understand the meaning of trait,

source, and error effects in the manifest variables.

Trait, Source, and Error Variance

Trait (construct) variance represents the systematic

variance in a specific manifest variable associated with

a particular latent trait, whereas source variance repre-

sents the systematic variance in a specific manifest vari-

able associated with a particular latent source. The

error variance in a specific manifest variable involves

two different aspects—residual systematic variance (i.e.,

reliable variance not associated with trait and source

factors) and nonsystematic effects (i.e., measurement

error; Lance et al., 2002, p. 228). Figure 27.1 shows

how the variance in each manifest variable (symptom

rating) is separated into trait, source, and error effects.

Trait effects are generally considered to represent

systematic variance in the manifest variables that

may generalize across sources. Strong trait effects

across a set of manifest variables for two or more

sources are considered to indicate that the sources

view the children's behavior in a similar manner

(Greenbaum, Dedrick, Prange, & Friedman, 1994;

Rowe & Kandel, 1997). In traditional psychometric

theory, a good measure (manifest variable in this

context) has a large amount of trait variance and, as

will be explained later, a good measure also con-

tains substantially more trait than source variance.

Source effects are usually considered a form of bias

associated with characteristics of the rater (Fiske,

1987a). In this view, source effects are considered

problematic because they distort or bias the relations

among the constructs (Greenbaum et al., 1994). To

determine the true relations among a set of constructs,

it is considered necessary to remove the source effects

from the measures. For example, to determine the

unbiased relations among ADHD-IN, ADHD-HI, and

ODD, the bias specific to each source must be removed

from each measure so that the correlations among the

three latent constructs are based on only trait variance.

Source effects can also be considered to reflect

meaningful differences in the children's behavior

across situations. An example of this view would be

a child who shows ADHD-HI behavior in the class-

room and does not show such behavior at home.

Rather than bias, the mother and father provide a

consensual rating for the child's ADHD-HI behavior

at home, while the teacher and aide provide a con-

sensual rating for the child's ADHD-HI behavior at

school. Instead of the need to eliminate source

effects to understand the true relations among

ADHD-IN, ADHD-HI, and ODD, source effects can

represent meaningful variance (Dishion, Burraston,

& Li, 2002). We offer suggestions later in the chap-

ter for how to distinguish between the bias and

consensual views of source effects.

Although these are the typical definitions of trait

and source effects, these definitions hide a significant

complexity. For example, if all the ADHD-HI manifest

variables for the parent and teacher sources contain

approximately 70% trait variance, then a substantial

amount of the variance in the ADHD-HI manifest vari-

ables generalizes across the sources, suggesting good

convergent validity (as well as discriminant validity

because the source effects in each manifest variable

have to be less than the trait effects in this example).

However, if the ADHD-HI manifest variables for the

parent source contain approximately 2% trait and 84%

source variance whereas the ADHD-HI manifest vari-

ables for the teacher source contain approximately

60% trait and 34% source variance (Burns, Walsh, &

Gomez, 2003; Gomez, Bums, Walsh, & Moura, 2003),

then the preceding definition of a trait effect runs into

a conceptual dilemma (e.g., How can generalization

across the parent and teacher sources occur in only

one direction?). This conceptual dilemma requires a

slightly different definition of trait variance at the level

of a specific manifest variable.

In a multitrait by multisource CFA, trait

variance refers to the amount of system-

atic variance in a specific manifest vari-
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able that is shared with other manifest

variables (purportedly representing the

same latent trait) rated by the same

source assuming negligible source and

method variance. If another source or

sources rate the same manifest vari-

ables, their trait variance is similarly

denned, but the amount of trait vari-

ance specific to the different sources for

the same manifest variables may differ if

the different sources impose variations

in the ratings that are unique to the

specific source. In the case where the

amount of trait variance differs substan-

tially between a pair of sources, as does

correspondingly the amount of source

variance, the accepted definition of trait

variance from Campbell and Fiske, or

as implied in generalizability theory,

may not be appropriate. Here the large

amount of source variance for one

source may have a meaning and utility

corresponding to the traditional defini-

tion of trait variance. 0- A. Walsh, per-

sonal communication, June 9, 2003)

This more specific definition is needed to deal

with the outcome of a large discrepancy in the

amount of trait variance across sources for the same

manifest variables. We address this complexity later

in the chapter. First, however, we will ignore this

complexity and describe the ideal set of outcomes

for construct validity from the use of CFA to model

the multitrait by multisource matrix shown in

Figure 27.1.

Individual Symptoms: Outcomes Required

for Construct Validity

Four outcomes are required for the individual

symptom ratings to have strong construct validity.

First, each symptom rating in Figure 27.1 must

have a substantial loading on the appropriate trait

factor (i.e., each ADHD-IN symptom rating has a

substantial loading on ADHD-IN trait, each ADHD-

HI symptom rating has a substantial loading on the

ADHD-HI trait, and each ODD symptom rating has

a substantial loading on the ODD trait). Such out-

comes would provide support for the convergent

validity of each symptom rating. However, even

though each symptom rating has a large loading on

the appropriate factor, such does not provide infor-

mation on the discriminant validity of the ratings.

The second outcome addresses this issue.

Second, for the symptom ratings to demon-

strate discriminant validity (i.e., more trait than

source variance), each symptom rating is required

to have a much stronger loading on the appropri-

ate trait factor than on its respective source factor

(i.e., each ADHD-IN symptom rating has a

stronger loading on the ADHD-IN trait factor than

on its source factor; each ADHD-HI symptom rat-

ing has a stronger loading on the ADHD-HI trait

factor than on its source factor; and each ODD

symptom rating has a stronger loading on the

ODD trait factor than on its source factor). If such

outcomes occurred for the all the symptom ratings

for each source, such outcomes would provide

good support for the convergent and discriminant

validity of the symptom ratings.

The third outcome to consider involves the cor-

relations among the ADHD-IN, ADHD-HI, and

ODD latent traits. Here there should be evidence

for the discriminant validity of the three traits (i.e.,

the correlations among the latent traits are not too

high). Discriminant validity among the traits is

important because such is a prerequisite for

research that attempts to identify unique attributes

for each trait (e.g., unique causes, risk factors, asso-

ciated features, outcomes, treatment responses and

so on). For example, if the correlation between the

ADHD-HI and ODD traits was higher than .90, it

would be difficult to identify unique features pre-

dictive of each trait due to the small amount of

unique variance in each. Such a high correlation

would also suggest that ADHD-HI and ODD, as

measured with these instruments and sources, did

not represent separate traits.

The fourth outcome concerns the correlations

among the latent source factors. Here the correlations

among the mother, father, teacher, and aide source

factors must also show discriminant validity (i.e.,

latent source correlations that are not too high). This

relates to the discriminability of the sources, and very

high correlations among the sources would suggest a

problem of common source bias.
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Of these four outcomes, outcomes 1 and 2 are

the most central. If these two outcomes occur, then

each symptom rating has convergent and discrimi-

nant validity. These outcomes are important

because it is the amount of trait and source variance

in the individual symptom ratings that determines

the meaningfulness of the discriminant validity

results for the latent traits and sources. For exam-

ple, if the ADHD-1N, ADHD-HI, and ODD symp-

tom ratings contained an average of 5% trait

variance across the four sources, then small correla-

tions among the three traits would not be very

meaningful. In contrast, if the average amount of

trait variance in the symptom ratings was 70%,

small correlations among the three traits would pro-

vide good evidence for discriminant validity. The

same logic applies to the interpretation of the corre-

lations among the latent source factors.

If these outcomes occurred, then each symptom

rating on this particular rating scale would have

demonstrated strong convergent and discriminant

validity for the four sources (i.e., the construct

validity is conditional on this particular scale and

these four sources). In addition, each of the three

latent traits would have demonstrated strong con-

vergent and discriminant validity. This evidence

would therefore indicate that this particular rating

scale provided a good measure of these three traits

across the four sources. To our knowledge, there is no

study in clinical psychology that has used these proce-

dures to evaluate and select the final set of items for a

multisource rating scale (e.g., out of approximately

2,000 manuscripts submitted to Psychological

Assessment from 1998 to 2003, none used this

approach).

Individual Symptoms: Problematic
Outcomes
In contrast to the preceding outcomes, let us

assume that each symptom rating contained more

source than trait variance. In the traditional view,

such a result would indicate that the symptom rat-

ings contained mostly bias, thus indicating that the

ADHD-IN, ADHD-HI, and ODD symptom ratings

have no construct validity. The alternative view

would argue that the strong source effects could

indicate that each source has a valid, but different,

view of the child's behavior because the child's

behavior is source specific. A third possibility is

that the source effects represent a mixture of bias

and validity with there being a need to determine

which aspect is most important.

By having two sources in each situation (moth-

ers and fathers for the home situation and teachers

and aides for the school situation), it is possible to

further investigate the reason for each symptom rat-

ing containing more source than trait variance. To

do this, it is necessary to perform two separate

CFAs. The first analysis would use CFA to model a

multitrait (ADHD-IN, ADHD-HI, and ODD) by

multisource matrix where the two sources are

teachers and teachers' aides. The second analysis

would use CFA to model a multitrait by multi-

source matrix where the two sources are mothers

and fathers. If the strong source effects in the initial

analysis reflect situation specific behavior, then the

separate analyses for each situation should result in

an increase in trait variance and a decrease in the

source variance for the symptom ratings. In other

words, if the teachers and aides provide similar rat-

ings for the classroom, the mothers and fathers pro-

vide similar ratings for home, and the children's

behavior is situationally specific, then the amount

of trait variance should increase for each symptom

rating. In contrast, if the source variance for each

symptom rating was still larger than the trait vari-

ance in the separate situation analyses, then this

result would favor the bias view. Additional

research would then be required to determine the

specific factors for the mother, father, teacher, and

aide sources responsible for the bias.

Latent Trait Effects: Outcomes Required
for Construct Validity
In the first example (Figure 27.1), the manifest

variables were the individual symptom ratings.

More typically, however, these procedures use sum-

mary scores as manifest variables (e.g., the sum-

mary score for the nine ADHD-IN, nine ADHD-HI,

and eight ODD symptoms for the four sources), the

focus of our second example.

Figure 27.2 shows the model for the summary

scores. This model involves three latent trait factors

(ADHD-IN, ADHD-HI, and ODD) and four latent
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TIME 1 TIME 2

IN IN IN IN HI HI HI HI M OD 11 OO11OD 11 OD IN IN IN IN HI HI HI HI OD OD OD OD

Mother! Father i /Teacher f Aide

FIGURE 27.2. Heuristic representation of a multitrait by multisource model for the attention-deficit/hyperactivity

disorder (ADHD)-inattention (IN), ADHD-hyperactivity/impulsivity (HI), and oppositional defiant disorder (ODD)

measures across a 3-month interval.

source factors (mothers, fathers, teachers, and

aides) at Time 1 with the same factors at Time 2

(3 months later). The model involves 24 manifest

variables, 12 at Time 1 and 12 at Time 2. Let us

also assume, given the 3-month test-retest interval,

that the instructions ask the sources to rate the

children's behavior for the past month. This exam-

ple allows us to discuss the convergent and discrim-

inant validity of the manifest variables at Time 1

and Time 2, the discriminant validity of the latent

traits and sources within each assessment, and the

convergent and discriminant validity of the latent

traits and sources across time.

There are six outcomes required for the ADHD-

IN, ADHD-HI, and ODD measures (manifest vari-

ables) to have strong convergent and discriminant

validity. Because four of these six outcomes are con-

ceptually the same as for the example with the indi-

vidual symptom ratings, the description is briefer

here. First, each manifest variable must have a sub-

stantial loading on the appropriate trait factor. Such

outcomes would provide support for the convergent

validity of the ADHD-IN, ADHD-HI, and ODD

measures. Second, each manifest variable is

required to have a much stronger loading on its

trait factor than on its source factor. These out-

comes would provide support for the convergent

and discriminant validity of each measure. Third,

the ADHD-IN, ADHD-HI, and ODD latent trait fac-

tors must show convergent and discriminant valid-

ity across time (i.e., the correlation between the

same trait across time is substantial, whereas the

correlation between different traits across time is

much smaller). Fourth, the ADHD-IN, ADHD-HI,

and ODD latent trait factors are required to show

discriminant validity within each assessment period

(i.e., the correlations among the ADHD-IN, ADHD-

HI, and ODD traits are small at Time 1 and at
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Time 2). Fifth, the mother, father, teacher, and aide

latent source factors must show convergent and dis-

criminant validity across time, and sixth, the latent

source factors are required to demonstrate discrimi-

nant validity at each assessment period. Of the six

outcomes, outcomes 1 and 2 are again prerequisite

conditions for the interpretation of the results rele-

vant to outcomes 3 to 6.

If these six outcomes occurred, the results

would indicate that the ADHD-IN, ADHD-HI, and

ODD measures had strong convergent and discrimi-

nant validity (for this specific rating scale for these

specific sources over this specific time interval, the

validity thus being conditional on these parame-

ters). Such a result (assuming good content valid-

ity) would indicate that the use of the scale by the

four sources provided good measures of the three

constructs.

Latent Trait Effects: Problematic

Outcomes
If the source effects were greater than the trait

effects for the summary score analyses, then it

would be important to repeat the analyses sepa-

rately for each situation. As noted earlier, if the

mothers' and fathers' ratings are in agreement for

the home situation and the teachers' and aides' rat-

ings are in agreement for the school situation, then

the separate analyses for each situation should

result in an increase in trait variance and a decrease

in the source variance for each measure. If the sepa-

rate situation analyses both yielded stronger trait

than source effects, then such results would support

the consensual view within each situation. How-

ever, if the separate situation analyses still resulted

in more source than trait variance, then the results

would favor the bias view of the source effects.

Behavioral observations of ADHD-IN, ADHD-HI,

and ODD symptoms in the home and classroom sit-

uations would help clarify the meaning of trait and

source effects. Let us assume that the separate situa-

tion analyses yielded stronger trait than source

effects for the ADHD-IN, ADHD-HI, and ODD

measures. If the ADHD-IN, ADHD-HI, and ODD

trait factors for the classroom analysis showed con-

vergent and discriminant correlations with the

ADHD-IN, ADHD-HI, and ODD observational

measures, and the convergent correlations of each

trait with its corresponding direct observation

measure were larger than the correlations of the

teacher and aide source correlations with the three

direct observation dimensions, then such findings

would indicate that the trait effects (systematic vari-

ance across the teacher and aide sources) reflect the

"reality" of the behavior observations in a specific

manner. If similar results occurred for the mother

and father ratings, then our understanding of the

mother, father, teacher, and aide ADHD-IN, ADHD-

HI, and ODD measures would be greatly increased

(e.g., stronger trait than source effects within each

situation with the weaker trait effects across situa-

tions being due to the situational specificity of the

children's behavior). Behavioral observations within

each situation could thus help to understand the

meaning of trait and source effects.

COMPLEXITIES OF MULTITRAIT BY

MULTIMETHOD BY MULTISOURCE ANALYSES

For our examples, we intentionally used four

sources rather than multiple methods. The use of

multiple methods such as interviews, rating scales,

and direct observations would at first glance appear

to represent an ideal multitrait (ADHD-IN, ADHD-

HI, and ODD) by multimethod (interview, rating

scale, and direct observations) matrix. Unfortu-

nately, this type of matrix often contains a number

of confounds that can make the interpretation of

the results difficult (Burns, 1980; Cone, 1979).

One complexity concerns the time frame for

each method. If the time frame for the diagnostic

interview was the past 6 months, the past 1 month

for the rating scale, and the past 5 school days for

the observational measure, the interpretation of the

findings would be problematic because of the vary-

ing time frames for each method. To eliminate this

confound, it would be necessary to hold the time

frame constant for each method.

A second complexity involves the source of the

information across the three methods. Consider

these possibilities. For the rating scale method, the

source is the teacher. For the diagnostic interview

method, the source represents a combination of the

information provided by the parent and decisions
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made about the information by the interviewer,

whereas the behavioral observations during recess

are made by the school counselor. Here source is

confounded with method as well as situation. A

possible solution would be to use the same source

for each method, although this raises additional

complexities.

A third complexity with multiple methods con-

cerns the possibility that the content of the trait

may be specific to the method. For example, the

content of the diagnostic interview may be slightly

different from the rating scale with both these

methods having different content than the observa-

tional measure. Although such content differences

across methods are at times appropriate because dif-

ferent methods have different goals (e.g., diagnosis

versus treatment outcome evaluation), content dif-

ferences can create problems in the use of CFA to

model the matrix. Here different outcomes across

the methods could be a function of the different

representations of the traits in each method. To

eliminate this confound, it is important that similar

traits contain similar content for the different meth-

ods (e.g., the content of the ADHD-1N trait is simi-

lar for the interview, the rating scale, and the

observational methods).

These complexities can make the interpretation

of results from multitrait by multimethod by multi-

source analyses difficult. However, with careful

planning, CFA can still be used to model such com-

plex matrices and therefore provide a richer under-

standing of clinical psychology measures. We now

turn to a review of the use of the procedures in

clinical psychology.

THE AMOUNT OF TRAIT, SOURCE, AND

ERROR VARIANCE IN CLINICAL

PSYCHOLOGY MEASURES

An attempt was made to locate all published studies

on topics in clinical psychology that used the corre-

lated trait-correlated method CFA approach to

model multitrait by multisource matrices. A search

was made through PsycINFO from 1980 to the

2003 with the terms "multitrait-multimethod" and

"confirmatory factor analysis." Many of the studies

used the correlated uniqueness approach to separate

trait from source variance (e.g., Cole, Martin, Peeke,

Henderson, & Harwell, 1998; Crystal, Ostrander,

Chen, & August, 2001). In addition to the possibil-

ity that the correlated uniqueness approach artifi-

cially inflates the amount of trait variance in the

measures (Lance et al., 2002), this approach also

combines the source with the error variance, thus

making it impossible to determine the amount of

source variance in each measure (Lance et al.,

2002). Given our purpose to summarize the

amount of trait, source, and error variance in meas-

ures used in clinical psychology, our review covers

the correlated trait-correlated method studies.

Table 27.1 summarizes the results from these

studies. Two of the studies focused on the amount

of trait, source, and error variance in parent and

teacher ADHD rating scales (Burns et al., 2003;

Gomez et al., 2003). Here the source effects were

strong, being consistently larger or equal to the trait

effects. The one exception was that the teacher rat-

ings of the ADHD-HI symptoms consistently

showed slightly more trait and source variance (see

also Gomez, Burns, Walsh, & Hafetz, 2005). For

measures of depression and anxiety in children

(e.g., the Child Depression Inventory and the

Revised Manifest Anxiety Scale; Cole, 1990; Cole,

Truglio, & Peeke, 1997), the source effects were

consistently stronger than the trait effects with

there often being little trait variance in the meas-

ures of depression and anxiety.

There was only one study with two sources

(mothers and fathers) in the same situation (Rowe

& Kandel, 1997). Here the trait variance was

greater than the source variance for measures of

externalizing problems (Child Behavior Checklist

aggressive and delinquent behavior scales) but not

for internalizing problems (Child Behavior Check-

list withdrawn, somatic complaints, and

anxious/depressed scales). For teacher and mother

ratings of conduct problem behaviors across 3 years

(Fergusson & Horwood, 1989), the amount of

source variance was slightly greater than the trait

variance for mothers with the reverse occurring for

teachers. In a study that used the Psychopathy

Checklist—Revised, source effects were also either

equal to or stronger than trait effects for interviewer

and therapist ratings of personality (e.g., callous
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TABLE 27.1

Trait, Source, and Error Variance in Various Clinical Psychology Measures

Source/trait

Teacher rating
ADHD-IN symptom parcel 1
ADHD-IN symptom parcel 2
ADHD-HI symptom parcel 1
ADHD-HI symptom parcel 2

Parent rating
ADHD-IN symptom parcel 1
ADHD-IN symptom parcel 2
ADHD-HI symptom parcel 1
ADHD-HI symptom parcel 2

Teacher rating
ADHD-IN symptom parcel 1
ADHD-IN symptom parcel 2
ADHD-HI symptom parcel 1
ADHD-HI symptom parcel 2
Academic Problems

Parent rating
ADHD-IN symptom parcel 1
ADHD-IN symptom parcel 2
ADHD-HI symptom parcel 1
ADHD-HI symptom parcel 2
Academic Problems

Trait

Gomez et al. (2003, H= 1

.17

.19

.45

.62

.36

.43

.03

.03

Gomez et al. (2003, H =

.15

.13

.62

.59

.27

.45

.51

.02

.02

.43

Burns, Walsh, & Gomez (2003

Source

,475 Australian children)3

.70

.72

.39

.37

.46

.45

.82

.84

285 Brazilian children)"

.84

.82

.33

.34

.22

.40

.40

.77

.91

.06

, H = 360 Australian children)'

Error

.13

.09

.16

.01

.18

.12

.15

.13

.01

.05

.05

.07

.51

.14

.09

.21

.08

.51

First assessment (Second assessment: 3 months later)

Teacher rating
ADHD-IN symptom parcel 1
ADHD-IN symptom parcel 2
ADHD-HI symptom parcel 1
ADHD-HI symptom parcel 2

Parent rating
ADHD-IN symptom parcel 1
ADHD-IN symptom parcel 2
ADHD-HI symptom parcel 1
ADHD-HI symptom parcel 2

.18 (.18)

.25 (.18)

.54 (.56)

.57 (.50)

.34 (.34)

.47 (.53)

.03 (.01)

.03 (.01)

.68(71)

.65 (.74)

.36 (.37)

.33 (.39)

.47 (.44)

.43 (.39)

.83 (.87)

.84 (.85)

.14 (.11)

.10 (.07)

.10 (.08)

.10 (.11)

.20 (.22)

.10 (.08)

.14 (.12)

.13 (.15)

Cole (1990, N= 750 fourth graders)"

Self-rating
Depression symptoms
Social competence
Academic competence

Other rating
Depression symptoms-peer
Depression symptoms-teacher
Social competence-peer
Social competence-teacher
Academic competence-peer
Academic competence-teacher

.16

.16

.09

.30

.11

.79

.18

.69

.15

.48

.35

.30

.02

.10

.01

.59

.14

.18

.36

.49

.61

.68

.79

.20

.23

.17

•67 continued
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TAB Li; 27 .1 Continued

Source/trait

Self-rating
Depression symptoms
Anxiety symptoms

Peer rating
Depression symptoms
Anxiety symptoms

Teacher rating
Depression symptoms
Anxiety symptoms

Mother rating
Conduct disorder-age 7 years
Conduct disorder-age 8 years
Conduct disorder-age 9 years

Teacher rating
Conduct disorder-age 7 years
Conduct disorder-age 8 years
Conduct disorder-age 9 years

Child ratings
Conduct disorder-age 9 years

Mother rating
Externalizing behavior problems
Internalizing behavior problems

Father rating
Externalizing behavior problems
Internalizing behavior problems

Trait Source

Cole, Truglio, & Peeke (1997)°
H= 280 third graders (H = 211 sixth graders)

.03 (.24) .81 (.66)

.05 (.31) .48 (.32)

.29 (.30) .56 (.40)

.06 (.03) .67 (.92)

.04 (.21) .69 (.58)

.00 (.03) .83 (.81)

Fergusson & Norwood (1989, H= 776 children)'

.28 .44

.36 .49

.40 .31

.40 .18

.36 .29

.41 .30

.14 —

Rowe & Kandel (1997, H= 95 families)"

.42 .26

.51 .45

.58 .21

.13 .50

Error

.16 (.10)

.47 (.37)

.15 (.30)

.27 (.05)

.27 (.21)

.17 (.16)

.28

.15

.29

.42

.35

.29

.86

.33

.04

.21

.37

Windle & Dumenci (1999, *= 330 alcoholic inpatients)"

Interviewer rating
Antisocial personality attribute parcel
Antisocial personality attribute parcel
Antisocial behavioral attribute parcel
Antisocial behavioral attribute parcel

Therapist rating
Antisocial personality attribute parcel
Antisocial personality attribute parcel
Antisocial behavioral attribute parcel
Antisocial behavioral attribute parcel

1 .46 .45

2 .38 .46

1 .22 .61

2 .55 .27

1 .19 .66

2 .15 .64

1 .04 .50

2 .30 .28

.09

.16

.17

.18

.15

.21

.46

.42

Tildesley, Hops, Ary, & Andrews (1995, N= 349 adolescents)1

Parent rating
Alcohol use
Cigarette use
Marijuana use
Illicit Drugs use
Aggression/delinquency
Value on achievement

.45 .13

.70 .05

.53 .30

.43 .17

.26 .07

.57 .01

.42

.25

.16

.40

.68

.41
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Source/trait

Peer rating
Alcohol use
Cigarettes use
Marijuana use
Illicit drug use

Adolescent self-rating
Alcohol use
Alcohol rate
Cigarette use
Cigarette rate
Marijuana use
Marijuana rate
Illicit Drug use
Illicit Drug rate
Aggressive/delinquency
Deviance

Stacy,

Self-rating
Alcohol
Marijuana
Cigarettes

Self-intake
Alcohol
Marijuana
Cigarettes

Peer rating
Alcohol
Marijuana
Cigarettes

Peer intake
Alcohol
Marijuana
Cigarettes

Widaman,

Direct-care staff
Cognitive competence
Social competence
Social maladaption
Personal maladaption

Day-shift staff
Cognitive competence
Social competence
Social maladaption
Personal maladaption

Evening-shift staff
Cognitive competence
Social competence
Social maladaption
Personal maladaption

Trait

.74

.84

.76

.13

.65

.63

.87

.79

.84

.65

.32

.27

.21

.50

Widaman, Hays, &

.62

.82

.88

.66

.81

.83

.76

.92

.73

.78

.92

.77

Stacy, & Borthwick

.61

.37

.56

.45

.82

.70

.58

.68

.71

.68

.58

.59

Source Error

.10

.04

.13

.43

.14

.10

.05

.14

.10

.08

.39

.43

.10

.10

DiMatteo (1985, N =

.22

.15

.07

.22

.15

.07

.04

.00

.16

.04

.00

.16

-Duffy (1993, *= 157

.24

.30

.32

.29

.03

.01

.28

.19

.13

.06

.22

.21

.16

.11

.12

.44

.21

.27

.07

.07

.06

.27

.29

.30

.69

.40

194 college students)1

.18

.04

.05

.12

.03

.09

.20

.08

.11

.18

.09

.08

mentally retarded adults)"

.15

.33

.12

.27

.15

.29

.14

.13

.15

.26

.20

.20

Note. The trait, source, and error components sum to 1.0 within rounding error. The specific measures used in
the studies can be found in the original articles.

continued
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"Adapted from Table 7, "A Multitrait-Multisource Confirmatory Factor Analytic Approach to the Construct
validity of ADHD Rating Scales," by R. Gomez, G. L. Burns, J. A. Walsh, and M. A. Moura, 2003, Psychological
Assessment, 15, pp. 3-16. Copyright 2003 by the American Psychological Association.
^Adapted from Table 8, "A Multitrait-Multisource Confirmatory Factor Analytic Approach to the Construct
validity of ADHD Rating Scales," by R. Gomez, G. L. Burns, J. A. Walsh, and M. A. Moura, 2003, Psychological
Assessment, 15, pp. 3-16. Copyright 2003 by the American Psychological Association.
cAdapted from Table 3, "Convergent and Discriminant Validity of Trait and Source Effects in ADHD-Inattention
and Hyperactivity/Impulsivity Measures Across a 3-Month Interval," by G. L. Burns,]. A. Walsh, and R. Gomez,
2003, Journal of Abnormal Child Psychology, 31, pp. 529-541. Copyright 2003 by Springer. Adapted with per-
mission.
dAdapted from Table 3, "Relation of Social and Academic Competence to Depressive Symptoms in Childhood,"
by D. A. Cole, 1990, Journal of Abnormal Psychology, 99, pp. 422-229. Copyright 1990 by the American Psycho-
logical Association.
e Adapted from Table 5, "Relation Between Symptoms of Anxiety and Depression in Children: A Multitrait-
Multimethod Assessment," by D. A. Cole, R. Truglio, and L. Peeke, 1997, Journal of Consulting and Clinical
Psychology, 65, pp. 110-119. Copyright 1997 by the American Psychological Association.
^Adapted from Table 2, "Estimation of Method and Trait Variance in Ratings of Conduct Disorder," by D. M. Fer-
gusson and L. J. Horwood, 1989, Journal of Child Psychology and Psychiatry, 30, pp. 365-378. Copyright 1989
by Blackwell. Adapted with permission.
g Adapted from Table 5, "In the Eye of the Beholder? Parental Ratings of Externalizing and Internalizing Symp-
toms," by D. C. Rowe and D. Kandel, 1997, Journal of Abnormal Child Psychology, 25, pp. 265-275. Copyright
1997 by Springer. Adapted with permission.
h Adapted from Figure 1, "The Factorial Structure and Construct Validity of the Psychopathy Checklist-Revised
(PCL-R) Among Alcoholic Inpatients," by M. Windle and L. Dumenci, 1999, Structural Equation Modeling, 6,
pp. 372-393. Copyright 1999 by Erlbaum. Adapted with permission.
'Adapted from Table 4, "Multitrait-Multimethod Model of Adolescent Deviance, Drug Use, Academic, and Sexual
Behaviors," by E. A. Tildesley, H. Hops, D. Ary, and J. A. Andrews, 1995, Journal of Psychopathology and Behav-
ioral Assessment, 17, pp. 185-215. Copyright 1995 by Springer. Adapted with permission.
^Adapted from Table 4, "Validity of Self-Reports of Alcohol and Other Drug Use: A Multitrait-Multimethod
Assessment," by A. W. Stacy, K. F Widaman, R. Hays, and M. R. DiMatteo, 1985, Journal of Personality and Social
Psychology, 49, pp. 219-232. Copyright 1985 by the American Psychological Association.
fe Adapted from Table 5, "Construct Validity of Dimensions of Adaptive Behavior: A Multitrait-Multimethod Eval-
uation," by K. F Widaman, A. W. Stacy, and S. A. Borthwick-Duffy, 1993, American Journal of Mental Retardation,
98, pp. 219-234. Copyright 1993 by the American Association of Mental Retardation. Adapted with permission.

ness, manipulativeness, lack of empathy) and

behavioral (e.g., early onset of criminal behavior,

impulsivity) dimensions of antisocial personality

disorder (Windle & Dumenci, 1999).

Only three studies contained measures that con-

sistently showed more trait than source variance.

Two of these studies focused on measures of alcohol,

cigarette, and marijuana use (Stacy, Widaman, Hays,

& DiMatteo, 1985; Tildesley, Hops, Ary, & Andrews,

1995). One possibility for this outcome may be the

specificity of measures of drug use relative to the

measures of anxiety, depression, conduct problems,

and ADHD (e.g., the concreteness of constructs, see

also Doty & Glick, 1998, pp. 380-381; Haynes &

O'Brien, 2000, pp. 128-139). The third study

focused on staff measures of competence in adults

with a diagnosis of mental retardation (Widaman,

Stacy, & Borthwick-Duffy, 1993). Part of the reason

for the large amount of trait variance in this study

may be the careful attention paid to the develop-

ment of the measures prior to the CFA.

An additional study appeared in a recent book

chapter (Dishion et al., 2002). Here the focus was

to estimate the trait, source, and error variance in

measures of parenting competence (i.e., monitor-

ing, limit setting, positive reinforcement, relation-

ship quality, and problem solving). The three

sources were parents, adolescents, and staff. Nearly

all the measures contained more source than trait

variance. The authors also reported that the source

effects predicted authority conflict and drug use

with these correlations being stronger at times than

the correlations of trait effects with authority con-

flict and drug use. These correlations suggest that

the source effects in this study contained meaning-

ful variance rather than only bias.
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With the exception of the two studies that

focused on alcohol/drug use and one study where

the focus was on adjustment in adults with a diag-

nosis of mental retardation, all the other studies

indicated that source effects were stronger than trait

effects. Several recommendations stem from these

results. First, clinical research and clinical decisions

should probably never occur on the basis of a single

source because of the pervasive nature of source

effects. Second, given that the amount of trait vari-

ance appears to increase when measures have a

higher level of specificity (e.g., Doty & Click,

1998), it may be possible to develop measures with

larger amounts of trait variance with more careful

attention to content validity (Haynes et al., 1995).

Third, the use of CFA to model multitrait by multi-

source matrices should be mandatory in the latter

stages of the validation of multisource rating scales.

And, finally, research should begin to clarify the

meaning of source effects. If source effects remain

strong even with more careful attention to the

development of more specific measures, then it

becomes increasingly important to understand these

effects (e.g., Dishion et al., 2002).

The development of measures in clinical psy-

chology could also benefit from a broader frame-

work than the traditional multitrait by multimethod

matrix. In this final section, we describe how the

matrix can be expanded to include additional types

of information.

MULTIPLE TYPES OF INFORMATION:

EXPANDING THE MULTITRAIT-

MULTIMETHOD MATRIX

The types of information relevant to the develop-

ment of measures in clinical psychology include

facets, modes, dimensions, instruments, methods,

sources, occasions, and settings (Haynes & O'Brien,

2000). Although it is not practical to use CFA to

model the complete matrix in a single study, CFA

can model different aspects of the matrix dependent

on the specific goals and stage of measure develop-

ment (e.g., a multifacet by multisource study; a

multifacet by multimethod by multisource by multi-

occasion study). In addition, we wish to emphasize

that each of these types of information represent a

potentially significant cause of variability in meas-

ures of clinical phenomena and to understand clini-

cal phenomena, the development of measures needs

to examine these influences in a systematic manner.

Facets of Measurement
A facet refers to an internally consistent and clini-

cally relevant aspect of a particular clinical phe-

nomena. A facet can represent a general construct

(trait in the terminology of Campbell & Fiske). A

facet can also represent a more specific aspect of a

broader construct. For example, although a general

facet could represent the construct of depression,

the general facet of depression could be broken

down into cognitive, emotional, motivational,

behavioral, and somatic subfacets. Given that the

level of specificity can be increased indefinitely,

both theoretical and practical considerations (e.g.,

what judgments will be based on the obtained

measures) are important in the determination of the

level of specificity appropriate for the particular

research and clinical goals.

A facet contains the population of elements rele-

vant to the construct (or subconstruct), and these

elements provide the basis for the selection of inter-

view questions, rating scale items, self-monitoring

items, behavioral codes, stimuli for laboratory

measures, and so on. The elements within a facet

should be highly correlated with each other. Each

element within a facet should also correlate higher

with its own facet (convergent validity) than with

other facets (discriminant validity). This aspect of

discriminant validity is all too seldom considered in

the development of measures (Burns & Walsh,

2002). Content validity is critical here because it

ensures that the facets and elements in the measure

appropriately reflect the facets and elements of the

construct (Haynes et al., 1995). Without good con-

tent validity, there is a strong likelihood that the

outcomes from CFA and other procedures (e.g.,

item response theory analyses) will be difficult to

interpret.

Modes of Measurement
Response modes represent organizational schemes

(taxonomies) for behavior. One example of
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response modes includes motor, verbal, cognitive,

emotional, and physiological response systems.

Another example is the emotional-motivational,

language-cognitive, and sensory-motor basic

behavioral repertoires of psychological behaviorism

(Staats, 1996). The measurement of multiple

response modes is important because behavior

problems can have multiple response modes that

can be discordant and asynchronous across time

and clients as well as differentially controlled by

other events and differentially sensitive to treat-

ment. For these reasons, a measure with multiple

modes of measurement has the potential to provide

a better understanding of clinical phenomena. Each

response mode for a particular facet, however,

would need to demonstrate discriminant validity

with the other response modes for the facet in order

to be useful.

It is important to note that facets and modes can

overlap at times. For example, the facets of a particu-

lar construct, such as anxiety, might include the

motor, cognitive, and physiological response modes.

Here the three general response modes are function-

ing as facets of the anxiety construct. Within the cog-

nitive mode, however, several different facets might

represent the different types of cognitive anxiety.

Thus, although there can be overlap between facets

and modes, the distinction is still an important one.

Dimensions of Measurement

Clinical phenomena can be described in terms of

multiple dimensions (parameters) of measurement.

The more common dimensions include frequency,

duration, magnitude (intensity), and time course of

the particular problem behavior. For example, the

oppositional defiant disorder (ODD) symptom

"argues with adults" can be measured in terms of

frequency (number of occurrences per unit of

time), duration (length of occurrences), magnitude

(intensity/severity of occurrences), and time course

(pattern of occurrence across time). As was the case

for response modes, clients can differ in terms of

which dimension is most problematic (e.g., a high

frequency and low intensity of arguments for one

child versus a low frequency and high intensity for

another child). In addition, the different dimen-

sions of a behavior problem may only show moder-

ate correlations as well as be controlled by different

influences. Finally, the dimensions may be impacted

differentially by treatment.

Settings of Measurement

The setting refers to the location in the environ-

ment where the measurement occurs. The setting

can involve various situations in the client's natural

environment such as a classroom, a playground, a

family room at home, or work. The setting can also

involve an analogue situation where the client is

exposed to hypothesized causal variables that are

expected to bring about the occurrence of the clini-

cal problem (e.g., noncompliance in a young child

in response to parental commands in a clinic play-

room task). Given that the occurrence of the behav-

ior problem may be conditional on properties of

situations, the measurement process should include

multiple situations to obtain a more comprehensive

understanding of the problem.

Sources of Measurement

The source of the information represents the person

providing the information about the participant (or

client). Sources can include the participant, the par-

ticipant's spouse, the participant's parents, the par-

ticipant's teachers, the participant's clinician, and so

on. Given the strong source effects in most clinical

psychology measures (Table 27.1), a better under-

standing of clinical phenomena occurs with the use

of multiple sources.

Instruments of Measurement

Several different instruments are often offered as

measures of the same construct (e.g., the many par-

ent and teacher rating scales of ADHD and ODD). If

only a single instrument is used in a multitrait by

multisource study, then the construct validity

results are limited to the specific instrument (e.g.,

the generalizability of the Child Behavior Checklist

constructs across parent and teacher sources rather

than the generalizability of the constructs across

sources). The use of multiple instruments within

the same method of measurement can begin to

address this issue. However, a problem can occur

when instruments are simply selected because they

share the same "title" without a careful considera-
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tion if the multiple measures of depression, as an

example, differ in facets, modes, and dimensions of

measurement. If the scales measure different facets,

modes, and dimensions of depression, then it is dif-

ficult to interpret the convergent correlations

among the instruments.

Methods of Measurement
The more common methods of measurement in

clinical psychology include interviews, rating

scales, standardized tests, self-monitoring, behav-

ioral observation, and psychophysiological proce-

dures. These methods can be designed to provide

specific information on the facets, modes, and

dimensions of the particular problem for multiple

sources in multiple settings across multiple occa-

sions. The development of interviews, rating scales,

observational systems, and self-monitoring proce-

dures with similar facets, modes, and dimensions

for conceptually related constructs (e.g., anxiety

and depression; ADHD and ODD) would facilitate

research on such constructs. Such highly specific

measures would also allow better clinical decisions

about individual clients (e.g., Haynes & O'Brien,

2000, chaps. 6 and 7).

Occasions of Measurement
Occasions of measurement refer to the number of

times a variable is measured across time. A single

method (rating scale) with a single source (parent)

at a single time point provide little information

about the time course of the particular problem.

The behavior could be stable, increasing, or

decreasing as well as changing rapidly or slowly

across time. Given the dynamic nature of behavior

(i.e., the modes and dimensions of a behavior prob-

lem can change across time) and the dynamic

nature of controlling conditions for the behavior, a

more complete understanding of the behavior prob-

lem occurs with multiple measurements across time

(time-series measurement procedures).

Summary

This measurement matrix indicates the types of

information to consider in the development of clini-

cal psychology measures. Although the application

of the matrix to the development of measures of

ADHD, ODD, anxiety, depression, and other clinical

phenomena is demanding, more useful measures for

research and clinical decisions would occur if

greater systematic attention were given to the vari-

ous components in this matrix.

Consider the application of the matrix to the

development of measures of ADHD-IN, ADHD-HI,

and ODD. For each construct, it would be necessary

to specify the facets and subfacets as well as the ele-

ments in the various facets. It would also be neces-

sary to specify the response modes and dimensions

within each facet. The next step would be the incor-

poration of the facets, modes, and dimensions into

methods of measurement appropriate for these con-

structs (e.g., interviews, ratings scales, observational

measures, laboratory measures). An additional step

would be the specification of the sources, settings,

and occasions of measurement for each method

with a careful consideration of the purpose of the

measurement (e.g., diagnostic decisions, evaluation

of treatment effectiveness, identification of associ-

ated features of the clinical phenomena, and so on).

The accomplishment of these steps with good con-

tent validity and without confounding facets,

modes, dimensions, and occasions across methods

would require a great deal of work. In addition,

these measurement construction steps are important

prerequisite conditions for the application of CFA to

the measurement matrix. Although a great deal of

work, this process would provide a much more spe-

cific understanding of the multiple causes of vari-

ability in measures of ADHD and ODD.

SUMMARY AND RECOMMENDATIONS

In this chapter we first described how CFA can be

used to model multitrait by multisource matrices to

determine the convergent and discriminant validity

of measures in clinical psychology. Here we

described the outcomes necessary for measures to

have strong construct validity as well as the less-

than-ideal outcomes for the construct validity of

measures. We hope that our description of how to

use CFA to model multitrait by multisource matri-

ces results in more researchers using these proce-

dures as part of the evaluation of clinical

psychology measures.
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We then reviewed the studies in clinical psychol-

ogy that used CFA to model multitrait by multi-

source matrices. First, these procedures have seldom

been used in clinical psychology. And, when these

procedures are used, the studies indicate that most

of the clinical psychology measures contain more

source than trait variance, therefore suggesting poor

construct validity for the measures. These results

(Table 27.1) provide additional data for why clinical

decisions should not be made on the basis of a single

source. In our opinion, the field of clinical psychol-

ogy should make greater use of these procedures for

measurement development as well as to understand

the nature of the strong source effects.

Our final suggestion concerned the need to

expand the Campbell and Fiske (1959) multitrait

by multimethod matrix in terms of multiple types

of information (e.g., facets, modes, dimensions,

instruments, methods, sources, occasions, and set-

tings). We suggested that this expanded measure-

ment matrix provides a richer framework for the

development and the evaluation of measures. The

careful use of this matrix should provide a more

detailed understanding of the multiple causes of

variability in clinical psychology measures and thus

a better understanding of clinical phenomena.
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C H A P T E R 2

MULTIMETHOD APPROACHES IN
HEALTH PSYCHOLOGY

Barbel Knauper and Rupert Klein

Health psychology is a fairly new discipline, having

emerged as a formally organized subdiscipline of psy-

chology only in the late 1970s (Division 38, Health

Psychology, of the American Psychological Associa-

tion was founded in 1978). As a consequence, its

boundaries are still somewhat fuzzy. Matarazzo, in

1980, defined health psychology as the

aggregate of the specific educational,

scientific, and professional contribu-

tions of the discipline of psychology to

the promotion and maintenance of

health, the prevention and treatment of

illness, the identification of etiologic

and diagnostic correlates of health, ill-

ness and related dysfunction, and the

improvement of the health care system

and health policy formation.

(Matarazzo, 1980, p. 815)

A more pragmatic definition holds that it is the

study of the role of psychological factors in the

cause, progression, and consequences of health and

illness (Ogden, 1996). The psychological factors

include, in particular, the behavioral and lifestyle

variables that affect a person's susceptibility to

physical illness, the adaptation to illness, and the

preventive behaviors that people engage in (see

American Psychological Association, 1976). Health

psychology can be distinguished from the related

field of behavioral medicine, which, according to a

definition by Schwartz and Weiss (1978), is con-

cerned with psychological phenomena only if they

contribute to physical disorders as an endpoint.

There are various scientific disciplines that

health psychology research questions touch on,

including medicine (particularly immunology,

endocrinology, behavioral medicine, cardiology,

oncology, occupational health, and psychiatry), epi-

demiology, public health, sociology, and education.

Within psychology itself, relevant areas include

behavioral neuroscience, physiological psychology,

psychopharmacology, social psychology, personality

psychology, developmental psychology, educational

psychology, and clinical psychology. Each of these

areas has excelled in the development of their own

methods to target their specific research questions.

Health psychology, which can be viewed as apply-

ing "the accumulated knowledge from the science

and profession of generic psychology to the area of

health" (Matarazzo, 1987, p. 41), uses all these

methods to study its specific questions and beyond

that has developed its own unique arsenal of meth-

ods and approaches.

Health psychology research benefits from using

multiple methods because it studies the bases of

health and illness from a variety of perspectives:

biological, cognitive, emotional, social, organiza-

tional, and policy making. Obviously, the method-

ological approaches used within these subdomains

differ widely, and their coordination, integration,

and interpretation pose challenges to researchers.

Common methods in health psychology include

strategies discussed in detail in previous chapters.

These are self-report methods such as those dis-

cussed in chapter 3 (e.g., paper-pencil or computer-

ized questionnaires, tests, surveys, observational
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methods using verbal codes), but also nonreactive

methods such as those discussed in chapter 9 (e.g.,

analyses of archives, diaries, or patients' records)

and implicit methods such as those detailed in

chapter 10 (e.g., reaction time measurement).

Other typical methods include physiological (e.g.,

electrocardiography, electromyography, electroen-

cephalography, and skin responses) and biochemi-

cal methods (e.g., cortisol analyses). On the most

molecular level, health psychology uses brain imag-

ing and other currently evolving methods in behav-

ioral neuroscience to study its research questions.

These research methods are often used in one-

shot studies such as surveys, case studies, correla-

tional studies, or experiments. Experiments can

range from natural experiments to randomized con-

trolled trials. However, designs with several points of

assessment (e.g., panel surveys, longitudinal stud-

ies), or time-series designs in which data are col-

lected from various times per minute to various

times per week over extended periods of time (e.g.,

experience-sampling techniques) are also commonly

used. To illustrate, each of the methods and research

designs just listed have been used in the past to

study psychosocial, behavioral, and lifestyle determi-

nants of cardiovascular disease and cancer, the lead-

ing causes of death in industrialized countries.

The purpose of this chapter is to describe how

previous researchers have used multiple-method

strategies in health psychology to discuss some of

the problems with the predominance of self-report

measures and to outline strategies that can be used

to overcome these problems.

PREVIOUS RESULTS OF MULTIMETHOD

STRATEGIES

Even though a wide variety of methods are used in

health psychology research, multiple-method strate-

gies are rarely used in the sense of Campbell and

Fiske's (1959) multitrait-multimethod analysis,

which requires the use of several methods to meas-

ure the same construct or phenomenon to be able

to separate trait from method influences. Instead,

most studies in health psychology are currently

characterized by predicting health behavior or

health outcomes using only one measure for each

predictor variable. Furthermore, many studies uti-

lize solely self-report measures for assessing the var-

ious constructs (Skelton & Strohmetz, 1990).

Scrutinizing the methods sections of all Health Psy-

chology articles published in 2002 revealed that

60% (44 out of 73) of the reported studies rely

exclusively on self-reports.

A PsycARTlCLES search for the keyword "multi-

method" in the journal Health Psychology for arti-

cles published since 1988 revealed zero results.

Conducting the same search for all 40 APA journals

revealed 94 results, but none of the articles deal

specifically with a health psychology research ques-

tion. Similarly, the search for "triangulation" led to

zero results in Health Psychology; the search "trian-

gulation + health" led to four results, two of them

with health psychology themes. The search "physio-

logical + self-report + health" led to the most suc-

cessful outcome, with a total of 19 health

psychology results when conducting the search in

all APA journals. Some of these studies are

described following, but it should be noted that

none of these used multimethod strategies in the

sense of Campbell and Fiske's (1959) multiple indi-

cator notion. A review of the articles found suggests

that studies using multiple methods in health psy-

chology research can be organized into four cate-

gories: (a) using multiple methods to assess

different predictors of an outcome variable, (b)

using multiple self-report methods for construct

validation purposes, (c) using a combination of

self-reports and other methods for construct valida-

tion purposes (e.g., self- and proxy reports or self-

report and physiological measures), and (d) using

multiple methods in successive steps of research

program (e.g., qualitative, then quantitative). Exam-

ples for each of the four categories are described

following.

Using Multiple Methods to Assess Different

Predictors of an Outcome Variable

Many classical studies in health psychology test the

various health behavior models that have been pro-

posed since the 1970s. The most prominent models

include structural models such as the health belief

model (Becker, 1974; Rosenstock, 1974), the theory
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of reasoned action/planned behavior (Ajzen & Fish-

bein, 1980; Fishbein & Ajzen, 1975), and the pro-

tection motivation theory (Rogers, 1983), as well as

more dynamic health behavior models that describe

the processes of health behavior change such as the

transtheoretical (stages of change) model (Pro-

chaska & DiClemente, 1984). All models conceptu-

alize health behavior as being predicted by a variety

of social-cognitive factors, including risk percep-

tion or perceived susceptibility, perceived severity,

outcome-expectancies, perceived self-efficacy, atti-

tude, intention, and so on. Numerous studies have

been conducted testing the various models in differ-

ent areas of health behavior (smoking, exercise,

safer sexual behaviors, alcohol, etc.). Most of these

studies, by nature, use solely self-report measures

(questionnaires or psychometric scales) for assess-

ing the predictor variables because these are

social-cognitive variables that are difficult to assess

using other methodologies.

In contrast, studies predicting health outcomes,

such as morbidity or mortality, usually include pre-

dictor variables at different levels: physiological,

social, and psychological. A recent example is a

study by Niaura and colleagues (Niaura et al.,

2002), who used people's responses to a hostility

questionnaire, anthropometric data, serum lipids,

fasting insulin concentrations, blood pressure, and

self-reported nicotine, alcohol and caloric con-

sumption to predict the incidence of coronary heart

disease in older men. Obviously, studies such as

this one are not multimethod studies in the sense

of Campbell and Fiske (1959), which requests

establishing evidence of constructs by using multi-

ple methods for each. In fact, the combination of

multiple methods (e.g., physiological and self-

report) in studies like the one just described is nei-

ther used to scrutinize construct validity nor to

capitalize on the combination of multiple methods.

Rather, multiple constructs are assessed to maxi-

mize the amount of explained variance in the crite-

rion variable (in this case the incidence of coronary

heart disease). The combined uses of physiological,

endocrinological, and self-report methods do not

serve the purpose of assessing different dimensions

of the same construct.

Using Multiple Self-Report Measures for
Construct Validation
It can be stated with some certainty that almost all

health psychology research, whether it addresses

molecular or broad research questions, involves self-

reports of some kind. Reasons for this dominance of

self-report measures include that objective measures

(e.g., physiological or observational measures) are

often not easy to obtain and that for many con-

structs that health psychologists are interested in,

no "objective" indictors exist. For example, no

objective measure of self-efficacy is available or cur-

rently even conceivable, as the degree of perceived

self-efficacy is a subjective phenomenon. Similarly,

no reliable objective measures for constructs such as

pain or stress exist and, therefore, these constructs

are also measured using self-reports or at least self-

reports are used as one measure among others.

In many areas of health psychology a multitude

of self-report measures has been developed for

measuring one and the same construct or related

constructs. Prominent examples of constructs for

which a large amount of self-report measures exist

are stress, self-efficacy, or quality of life. Establish-

ing the validity of these measures or deciding which

one is the "best" is made difficult by the fact that

often no external criterion of validity exists. In such

cases, multiple self-report measures are used for

establishing validity and for gaining a better under-

standing of which aspect of the construct is

assessed by a particular self-report measure. A typi-

cal example of such a study is Hadorn and Hays'

(1991) validation of an instrument to assess health-

related quality of life and an instrument for prefer-

ences of different health-related quality-of-life

states. The authors used multitrait-multimethod

(MTMM) analysis (Campbell & Fiske, 1959) to

evaluate the construct validity (convergent and dis-

criminant validity) of the two measures. They used

two self-report measurement techniques each to

assess health-related quality of life and preferences

of different health-related quality-of-life states. As a

procedure for implementing the MTMM strategy

the authors used confirmatory factor analysis. Their

analyses support the construct validity of self-

reported health-related quality of life, leading the
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authors to conclude that either of the two self-

report instruments can be used to assess patients'

perceived quality of life. On the other hand, they

found substantial method variance and little valid

trait variance for preferences of different health-

related quality-of-life states, a finding that led the

authors to replace these measures in future studies.

Another example of this approach is Goldbeck

and Schmitz's (2001) study comparing three differ-

ent generic quality-of-life instruments to examine

measurement effects on quality-of-life results in cys-

tic fibrosis patients. The three self-report measures

differed in the type of target population for which

they were originally developed, the time frame for

answering the questions (from the present to the

past 4 weeks), and the aspects they address (e.g.,

well-being and functioning, psychosocial health,

physical health). Calculated were internal consis-

tency, convergent and discriminant validity (correla-

tion patterns, common factor analysis), and

external validity (correlations with symptom and

pulmonary function scores, with intensity of ther-

apy; comparisons with healthy peers) of the three

instruments. The analyses revealed comparable reli-

ability (internal consistency) of the three self-report

measures, but only partial overlap between them

(comparably low interscale correlations), indicating

limited convergent validity. Apparently, each ques-

tionnaire tapped a slightly different aspect of the

construct "quality of life." For example, the social

dimension of quality of life is poorly represented in

one of the instruments whereas general life satisfac-

tion is poorly represented in another instrument.

Both these instruments emphasize more health-

related aspects of quality of life. Thus, the analyses

revealed in which domain the respective scales per-

form best. The results of studies such as those just

described contribute to a better understanding of

the various facets of a theoretical construct and

help researchers to choose the instrument(s) that

are appropriate for the specific purpose of their

study. Although none of the three instruments may

cover all dimensions of relevance for describing

quality of life in patients with cystic fibrosis, the

shortcoming of each individual instrument can be

overcome by using them together (Goldbeck &

Schmitz, 2001).

A third example is a study by Martin and col-

leagues (Martin et al., 2000), who assessed con-

struct validity using an adaptation of Campbell and

Fiske's (1959) MTMM approach, this time for

assessing the convergent and discriminant validity

of a migraine-specific quality-of-life questionnaire

(MSQ; Jhingran, Osterhaus, Miller, Lee, & Kirch-

doerfer, 1998). Specifically, the authors used

three analyses to establish construct validity.

First, they estimated the MTMM based on a multi-

trait-monomethod correlation matrix containing

interscale correlations and Cronbach's alpha (inter-

nal consistency coefficients) on the diagonal of the

correlation matrix. Convergent and discriminant

validity were estimated by correlating the MSQ

scores with scores from two other self-report meas-

ures. The results revealed low to moderate correla-

tions with the other self-report measures, leading

the authors to the conclusion that their instrument

measures a related, but distinct construct.

Altogether, these examples demonstrate that such

studies can assist researchers in identifying the pur-

poses for which a certain self-report measure is suit-

able. Furthermore, they help in interpreting the

divergent results found in studies using different

self-report methodologies to measure the same con-

struct. Opposite results may be found if different

studies used instruments that emphasize a different

dimension or facet of a construct. This is of particu-

lar importance when measuring complex phenom-

ena such as stress, where measurement instruments

can differ, for example, in their degree of specificity

or generality or whether they assess chronic or acute

conditions (see Hurrell, Nelson, & Simmons, 1998).

Using a Combination of Self-Reports and

Other Methods for Construct Validation

Purposes

The most frequent examples of studies that use dif-

ferent methods to assess different aspects of one

and the same construct are those that combine

observational or physiological measures (described

in Stone & Litcher-Keily, chap. 5, this volume and

Mehl, chap. 11, this volume, respectively) with self-

report measures or studies that combine proxy rat-

ings (Neyer, chap. 4, this volume) with self-ratings

in assessing a construct. The assessment of physio-
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logical indicators or observational data in combina-

tion with social and psychological variables may

allow a researcher to overcome the limitations of

self-report measures by combining it with methods

that more objectively quantify the construct in

question (e.g., blood pressure, heart rate, serum

cholesterol, cortisol, lipids, or insulin function).

The most prominent examples for using differ-

ent methodologies to assess one and the same con-

struct can be found in the area of stress research

(see Hurrell et al., 1998). In fact, they point out

that this is an increasing trend, particularly in job

stress studies. A typical example is a study by Car-

rere, Evans, Palsane, and Rivas (1991), who investi-

gated the relationship between job strain (excess of

job demands over job decision latitude) and physio-

logical and psychological stress in urban public

transit operators. Various physiological indicators of

stress were assessed including blood pressure

(before and after the work shift) and urinary cate-

cholamine assays. In addition, observers recorded

nonverbal indicators of stress. These include

automanipulative behaviors such as scratching or

repetitive play with objects such as tapping one's

fingers on the steering wheel. Finally, self-reports of

stressors and strains were also utilized. The results

showed that enhanced job strain was related to ele-

vated catecholamine levels, more unobtrusive

behavioral indexes of stress, and higher self-

reported occupational strain.

Another typical example is a study by Lundberg

and colleagues (Lundberg et al., 1999), who investi-

gated psychophysiological stress responses, muscle

tension, and neck and shoulder pain among female

supermarket cashiers, measuring stress using self-

reports and physiological indicators (catecholamines,

blood pressure, heart rate, and electromyographic

[EMG] activity). Results showed that women who

reported more musculoskeletal pain reported more

work stress and were also found to have higher

blood pressure. These physiological measures vali-

dated the self-reported stress levels of the cashiers.

Illustrative of studies using multiple method-

ological strategies for assessing a construct from a

different area is a study by Tinsley and colleagues

(Tinsley, Holtgrave, Erdley & Reise, 1997). The

authors compared self, peer, and teacher ratings of

youth's risk propensity and explored the relation-

ships of these measures to the self-reported fre-

quency of risk behaviors in children. The analyses

showed low congruence between the three types of

assessments of risk propensity. Specifically, peers

and teachers tended to agree more with each other

than either of them agreed with the self-reports pro-

vided by the children. The authors concluded from

these results that the construct of risk propensity is

qualitatively assessed in different ways by the three

types of raters, resulting in varying predictive utility

of the measures for risk behavior. Although peer

and teacher assessments were found to be valid pre-

dictors of children's self-reported risk behaviors, the

children's own ratings of their risk propensity

seemed to tap a somewhat different dimension of

the construct.

These studies are excellent examples of how the

understanding of construct relationships and the

prediction of health behaviors and health outcomes

can benefit from using multiple indicators for

assessing a theoretical construct.

Utilizing Multiple Methods in Successive
Steps of Research Programs
Multiple methods can also be used in successive

steps of a research program to gain an increasingly

better understanding of a construct and its relations

with other constructs. Examples for this are

research programs that start out with qualitative

research methods and subsequently conduct studies

in which more traditional, quantitative techniques

are used. For example, Johnston, Corban, and

Clarke (1999) used a multimethod approach for

studying adherence issues in sport and exercise.

Specifically, they began the data collection process

using grounded theory. Grounded theory is an

exploratory qualitative data collection technique

that gathers data either from a single source or from

a variety of sources, including interviews, field

observations, and archival research. Qualitative data

is continuously sampled and analyzed using coding

and theoretical sampling procedures as outlined in

Strauss and Corbin (1990). Following the specified

coding schemes, the interpretation of data and pro-

duction of theory co-evolve by feeding into and

shaping one another to create a theory that (a) fits
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the data well, (b) provides understanding, (c) is

generalizable, and (d) clarifies the conditions under

which it applies. Subsequently, the researchers used

multidimensional scalogram analysis as an

exploratory quantitative procedure. Finally, they

conducted structural equation modeling based on

the results of their earlier qualitative and quantita-

tive analyses. Their aim was to demonstrate that the

use of both methodologies together in one research

program can lead to a more complete understanding

of the factors relating to adherence in sport and

exercise settings. By first using the exploratory qual-

itative and quantitative methods to develop possible

models of exercise adherence for males and females,

they were able to identify variables related to sport

and exercise adherence and the promotion of partic-

ular adherence models. These could then be tested

with structural equation modeling. The outcome

was a validated adherence model that was sup-

ported by well-substantiated information obtained

from the qualitative and quantitative analyses.

PROBLEMS AND ISSUES

As the preceding review demonstrates, many health

psychology studies use multiple measures. But only

those described under (b) through (d) truly reflect

the use of multimethod strategies in the sense of

Campbell and Fiske (1959). To date, only a few

studies have been conducted in each of these cate-

gories. This is also apparent in the low incidence

rate that has been found up to now for the topic of

multimethod strategies in the major health psychol-

ogy journals such as Health Psychology, the British

Journal of Health Psychology, or Psychology cy Health.

Particularly evident in health psychology is the

predominance of self-report measures. Chapter 3

discusses the benefits and drawbacks of using self-

report measures in psychological studies. The pre-

dominant use of these measures causes a variety of

possible problems, including (a) shared response

bias, (b) lack of construct validity, (c) method speci-

ficity, and (d) tainted predictor-criterion relation-

ships (i.e., conceptual overlap between predictors

and criterion). First, certain constant sources of

error can bias reports to all the different self-report

measures used in a study. These can be response

styles or response sets such as acquiescence, self-

deception, social desirability, defensiveness, or idio-

syncrasies in the use of numbers. For example,

defensiveness could lead certain individuals to

underreport both perceived stress and perceived

symptoms, thereby falsely increasing the correlation

between the two variables. If other, non-self-report

measures were not simultaneously assessed in the

study, the possibility arises that high correlations

simply reflect common method biases (Spector,

1994). This has, for example, been brought forward

by Larsen (1992), who found an association between

neuroticism and inflated self-reports of the fre-

quency and severity of gastrointestinal, respiratory,

and depressive symptoms at both the time of encod-

ing and at later recall. In other words, individuals

high in neuroticism showed inflated scores on self-

reports, thereby creating a common method bias in

the data (Larsen, 1992). The inclusion of an objec-

tive measure such as medical records could prevent

erroneous inferences drawn from self-report data.

Second, scores of self-report measures may in

some circumstances not be a valid reflection of the

construct that the instrument purportedly measures

(e.g., hostility) but may rather reflect an individual's

standing on an unrelated construct, (e.g., defensive-

ness). This could be the case, for example, when

people respond to items in a certain way (e.g.,

responding defensively to a measure of hostility)

but the use of this response style is not discovered

by the researchers. The scores on the measure are

then interpreted as measuring hostility, whereas, in

fact, they reflect defensiveness. In this case, associa-

tions found between the predictor (e.g., the hostil-

ity measure) and an outcome (e.g., cardiovascular

disease) may in fact reflect an independent associa-

tion between defensiveness and cardiovascular dis-

ease. Indeed, such associations between, for

example, defensive responding and hypertensive

status (e.g., Mann & James, 1998) and between

defensive responding and higher blood pressure

(e.g., Shapiro, Goldstein, &Jamner, 1995) have

been found. Rutledge, Linden, and Davies (2000)

demonstrated the problem just outlined nicely in a

study predicting cardiovascular health. They found

that response styles (e.g., self-deception) in person-

ality questionnaires in fact were themselves predic-
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live of poor cardiovascular health. Response styles

were found to be important independent predictors

of blood pressure changes across a 3-year interval,

leading the authors to conclude that they are

important personality traits that play a role in the

regulation of blood pressure levels, rather than con-

founds in the prediction of cardiovascular health.

Third, if solely self-report measures are used to

establish validity, important facets of the theoretical

construct may be overlooked because the self-report

measure might simply not be able to capture this

particular aspect of the construct. For example,

there might be aspects of quality of life or pain that

individuals cannot easily express in verbal terms.

The most commonly cited examples to illustrate

this problem, as well as the most rigorous attempts

to resolve this measurement problem, can be found

in the area of stress research and therein particu-

larly the measurement of stressors (Hurrell et al.,

1998). Different types of indicators (self-report,

proxy report, observational, quantitative measures

of the work environment) are increasingly used in

combination to address this problem. It is now

commonly recognized that perceptions of the work

environment are not a proxy for the objective work

environment and that both objective and subjective

concepts of stress deserve attention on their own

and in combination (Spector, 1994).

A final problem of the sole use of self-report

measures is the possibility of conceptual (i.e., item)

overlap between the predictor variables and the cri-

terion, meaning that the items might essentially be

assessing the same construct, which may then be

falsely interpreted as a psychologically meaningful

correlational or even causal predictor-outcome rela-

tionship (Burns, 2000; Hurrell et al., 1998). Kasl

(1978) referred to this problem as the "triviality

trap" (p. 14). An example, again from stress

research, would be if measures assessing stressors

(aspects of work and work environment) and meas-

ures assessing strain (reactions to stress) have over-

lapping items (Hurrell et al., 1998). Furthermore,

in cross-sectional studies, respondents' answers to

self-report measures assessing the predictor vari-

ables can affect their responses to subsequent self-

report measures assessing the criterion variable and

vice versa. For instance, filling out a psychometric

scale measuring perceived self-efficacy regarding

exercising can affect the exercise frequency or

endurance that people report when asked in the

context of the same questionnaire. Hence, the rela-

tionship between predictors and criterion variable

becomes tainted, again leading to the false belief

that meaningful, valid relationships between inde-

pendent constructs were found when, in fact, the

associations are not genuine (Hurrell et al., 1998).

One measure to safeguard against tainted predic-

tor-criterion relationships is better construct expli-

cations. If the predictor constructs and the criterion

construct are each clearly defined and clearly delin-

eated from each other and other constructs in the

study, the problem of conceptual overlap is less

likely to occur. If, however, items are not unique to

a certain measure, this results in poor discriminant

validity of the assessed constructs and their associa-

tion with the criterion. In sum, more careful con-

struct explication at the design stage (where

measures are chosen) is required to secure the

detection of valid associations.

A strategy for overcoming the problems that

have been described in the sole use of self-report

measures is triangulation, which simply means that

a particular phenomenon is assessed in multiple

modalities. In the area of stress research, for exam-

ple, self-report measures of strain (reactions to

stressful work conditions) can be backed up with

more objective indicators such as physiological

measures or observational data (Hurrell et al.,

1998). If the multimodal assessment methods all

yield the same result, one can be quite sure that the

observed associations are valid. If discrepancies

emerge, they will require follow-up investigations,

and those may lead to further insights into the phe-

nomenon under study. In fact, convergent validity

between measures assessing the same construct

using different modalities are as a rule relatively

modest in health psychology, often not exceeding r

= .20. This reflects not only that the individual

measures assess different aspects in different modal-

ities, but also the unreliability in the measures

themselves.

Strong data analytic techniques may take care of

some of the aforementioned problems, namely,

method bias and predictor-criterion overlap. For
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example, multivariate data analysis techniques

involving structural equation modeling (SEM; e.g.,

confirmatory factor analysis, regression models, or

path analysis; see Eid, Lischetzke, & Nussbeck, chap.

20, this volume) explicitly recognize measurement as

difficult and potentially biased. In SEM, measurement

error is explicitly modeled so that unbiased estimates

for the relations between theoretical constructs, repre-

sented by latent (i.e., unmeasured) factors, can be

derived. This is accomplished by requiring researchers

to start by specifying and testing a measurement

model before proceeding on to examining the struc-

tural relationships that their theory suggests. Conver-

gent and discriminant validity can be assessed by

estimating the goodness of fit of the measurement

model (Anderson & Gerbing, 1988). SEM thus allows

an estimate of how much the model is affected by the

way the constructs are measured.

SEM or other powerful data analysis techniques,

however, cannot take care of the basic problem that

the specific measures or combinations of measures

used may not capture all relevant dimensions of the

predictors (e.g., Cohen, Kessler, & Gordon, 1995).

In other words, SEM cannot "repair" the damage

caused if measures were chosen that are not good

indicators of the theoretical constructs or if the

measures are unreliable. Thus, for valid theory test-

ing, a well-thought-out choice of measures and an

improvement in the (self-report) measures them-

selves is essential.

In addition to being aware of problems using

self-report measures in research and addressing

them with modern data analytical techniques,

health psychology could benefit from more meta-

analytic studies. Meta-analyses can provide critical

information for the design of correlational or exper-

imental studies. Specifically, meta-analysis allows an

estimation of the relations among constructs much

more reliably than can be done in single studies.

The results of meta-analyses can thus reveal which

theoretical constructs consistently show reliable

relations with other constructs and can thereby

help formulating a meaningful nomological net-

work for the prediction of health behavior or health

behavior change. Based on the results of meta-

analyses, theories of health behavior and health

behavior change can be modified and refined, and

then exposed to renewed empirical testing.

FINAL CONCLUSIONS

To summarize, in health psychology research there

is a need for the use of more objective measures to

replace or complement self-report measures and a

need for more truly multimethod studies that incor-

porate measures that assess a construct with differ-

ent modalities (Hurrell et al., 1998). A first step in

planning a health psychology study should always

be a thorough explication of the theoretical con-

structs involved. In the process of construct explica-

tion, all facets of the construct need to be described

and distinguished from related constructs. This is a

crucial step at the design stage of a study because it

guides the selection of appropriate measurement

instruments that avoid the problems of construct

overlap and, therefore, prevents weakened validity.

This is particularly important when analyzing causal

relationships, such as trying to understand the

mechanisms between risk conditions and disease.

Obviously, to conclude that certain conditions have

direct causal effects for diseases, the conditions need

to be clearly defined and the causal pathways (i.e.,

the theoretical constructs on these pathways) need

to be thoroughly explicated. In many areas of health

psychology this can quickly become a very complex

process because different causal mechanisms can

operate at the physiological, social, psychological,

cognitive, and behavioral levels.

To improve research in health psychology, more

collaboration between the subdisciplines in psy-

chology is needed as well as collaboration across

disciplines. Traditionally, the different disciplines

that study health psychology research questions

have developed and used different methodological

approaches (e.g., physiological markers vs. self-

report measures). Enhanced communication

between disciplines will allow researchers to

approach the complexity of the research questions

in a more-comprehensive, less-isolated way. To

achieve this, multimethod strategies have to be
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taught to new generations of researchers in more principles and mechanisms that underlie the health-

multidisciplinary oriented programs. Furthermore, related phenomena. This is critical for the advance-

and more so than at present, research questions ment of knowledge in the field of health

should also transverse specific diseases or health psychology,

behavior problems, thereby targeting the broader
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Levine, 1997; McFarland, Ross, & DeCourville,

1989), sex-related stereotypes about emotional

experience (Eisenberg & Lennon, 1983; LaFrance

& Banaji, 1992), personality (Feldman Barrett,

1997), and intensity of emotional experience

(Kahneman, 1999; Robinson & Clore, 2002b).

Recent work suggests that this discrepancy is due to

two different emotional reporting mechanisms:

recall up to about 2 weeks is based on actual expe-

rience, and longer-term recall is based on semantic

beliefs about typical experiences (Robinson &

Clore, 2002a, 2002b). Thus, whereas current and

short-term reports of affective experience are based

on actual recall of affect episodes, retrospective

reports about frequency of emotions can be biased

by a number of factors associated with semantic

belief structures. Such evidence for other important

organizational variables is lacking.

Exceptions to Our Description
We paint a slightly caricatured picture of the field

to make a point. Many organizational researchers

can, and do, use alternative methods to collect

some of their data. For example, many studies of

quitting, retirement, and absence use objective

organizational reports of such behavior. Other stud-

ies of leadership and citizenship behavior, for exam-

ple, use peer, subordinate, and spousal reports of

such behaviors. These studies are stronger for using

multisource data; however, it is still the rare study

that uses more than one source of data to measure a

single construct. Moreover, many key constructs

would simply be poorly measured using objective

or other reports. Consider job satisfaction, percep-

tions of organizational justice, fairness, and job

withdrawal intentions. It is difficult to obtain

assessments other than self-reports of these vari-

ables. Thus, when alternative methods are used,

they are used sparingly and usually for constructs

that lend themselves well to alternative measure-

ment. Nonetheless there have been exceptions, to

which we now turn.

Researchers at AT&T in the 1960s applied

Campbell and Fiske's (1959) ideas to measure abili-

ties of their managers in what became called the

"assessment center" (Bray, 1982; Bray, Campbell, &

Grant, 1974). Following on earlier work done to

select spies during World War II, these researchers

developed a complex and realistic set of exercises in

their attempts to assess many components of abili-

ties and motivations that contributed to effective

job performance. Each ability or motivation was

assessed using multiple methods. For example, a

trait was assessed using paper-and-pencil tests, in-

basket exercises, ratings by observers of interactions

in group discussion, and ratings by interviewers

obtained from one-on-one interactions in inter-

views. Multiple traits of each person going through

the assessment process were assessed using multiple

independent methods. At least two raters rated each

trait within each method. Using such comprehen-

sive measures, it was possible for researchers to

generate a true multitrait-multimethod matrix of

the sample of managers.

Unfortunately, more than anything else, this

study revealed just how difficult it is to assess sub-

jective traits such as interpersonal ability using falli-

ble human raters. The scores raters assigned were

often better predicted by their ratings of other indi-

viduals than they were by ratings of the same trait by

other raters or by other methods or exercises

(Robertson, Gratton, & Sharpley 1987; Sackett &

Dreher, 1982; Sackett & Harris, 1988). In other

words, the heterotrait-monomethod correlations

were consistently stronger than the monotrait-het-

eromethod correlations. Scores were consistent

within-method but less so across methods within-

assessees.

This problem has reemerged in recent years with

multirater ("360 degree") assessment systems. Mul-

tirater assessment attempts to augment traditional

supervisor ratings of performance with ratings from

other, operationally independent, observers such as

peers, subordinates, and customers. It is a direct

attempt to overcome the limitations of single-source

data in performance rating. Evidence from this

approach indicates small ratee effects coupled with

very large rater effects and within-rater correlations

(Scullen, Mount, & Goff, 2000), akin to the large

method effects for assessment centers noted earlier.

Who does the rating of performance matters far

more than performance itself.

The assessment center studies and the multirater

approach to performance ratings are noteworthy for
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the problems they highlight. They are vivid exam-

ples of the difficulty of obtaining reliable and inde-

pendent assessments in organizational research.

They also suggest that substantially high estimates

of scale reliability and "convergent" validity of our

measures may be due to shared method variance as

much as the consistencies of individuals' standings

on constructs.

Research has continued, however, without an

adequate solution to the problem of shared method

variance. This implies that when our conclusions

are based on single-method, single-source data, they

may have substantial amounts of correlated error

variance. Multimethod and multisource data are

valued; they might be argued to be the gold stan-

dard in I/O field research. However, the constraints

of field research and the biases of I/O researchers

have limited the extent to which multiple opera-

tions of single constructs appear in the literature.

MULTIPLE OBSERVATIONS VERSUS

MULTIPLE METHODS

The issues we have raised so far are not unique and

are unlikely to take the field of I/O psychology by

storm. Others have made similar points without

lasting effects (e.g., Dunnette, 1966). Much research

in organizations is simply too constrained by reali-

ties of working in the field to take full advantage of

conducting research according to Campbell and

Fiske's (1959) approach. Therefore, we would like

to reconsider some of the field's chronic measure-

ment problems from a slightly different angle.

To begin, let us consider the correlation between

a single assessment at two different time periods:

t,L

This correlation is affected by four factors. First,

the longitudinal stability of the measured construct

influences the observed correlation. This is the true

score in classical test theory. Second, systematic

error variance between Times 1 and 2 influences the

Multimethods in Industrial and Organizational Psychology

observed correlation. Both these factors will cause

the observed correlation to be high. The MTMM

approach attempts to reduce artificial inflation

of rft because of systematic, and correlated, error

variance. Through the use of multiple meth-

ods it triangulates on true construct variance and,

ideally, reduces correlated error variance to zero.

Two other factors act to reduce r : random
¥2

error and dynamic construct variance. Constructs

are assumed stable in classical test theory; any fluc-

tuation is assumed to be due to random error and

lumped along with dynamic construct variance into

the error term.3 This thought experiment illustrates

that if constructs vary systematically and meaning-

fully across time, meaningful variance is being

ignored. Further detail on other measurement

issues is in a preceding chapter (Khoo, West, Wu,

& Kwok, chap. 21, this volume).

We propose that the field of I/O needs to reduce

the influences of systematic error variance, but

should also concern itself with dynamic construct

variance that artificially lowers observed correla-

tions among constructs. Dynamic construct vari-

ance traditionally is combined with random error

variance, but if constructs do change across time,

then ignoring this variance excludes study of inter-

esting phenomena.

For example, one of I/O psychology's most pop-

ular constructs, job satisfaction, is typically assessed

at one time and correlated with variables collected

at the same or different times. Researchers conclude

that job satisfaction is systematically related to

other variables and constructs. However, this

research enterprise assumes that job satisfaction is a

stable construct that does not vary appreciably

across time. Evidence suggests that this is not a safe

assumption. The first study that directly questioned

this assumption asked whether individuals in posi-

tive moods reported higher job satisfaction than

those in neutral moods. Results showed that indi-

viduals who were placed into positive moods at the

time they took a job satisfaction survey scored sig-

nificantly higher on it than those whose moods

3Most researchers estimate reliability using coefficient a. When reliability is computed in this way, dynamic construct variance would be
assigned to true variance assuming individual items covary positively over time. To the extent that average item intercorrelation (coefficient
a) is high because items covary across time rather than between persons will be the extent to which dynamic construct variance is assigned
to true variance.
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were not so manipulated (Brief et al., 1995). Fur-

ther evidence indicates that individuals' levels of

satisfaction vary widely across times of the day and

days of the week when asked repeatedly in a diary

design (Hies & Judge, 2002). Both studies draw

attention to the conclusion that satisfaction cannot

be assumed to remain stable as events and feedback

from behaviors impinge on it across time.

This does not deny that job satisfaction has a sta-

ble portion of variance, but unless this portion is

large compared to its total variance, we cannot ignore

dynamic fluctuations. It strains credibility to assume

that construct job satisfaction does not vary across

time and that any fluctuations are error variance.

The published stability coefficients for well-con-

structed measures of job satisfaction suggest, at first

glance, that these measures are indeed stable across

time. Coefficients vary across measures, studies,

and time intervals, but stability coefficients ranging

from .70 to .85 have been obtained (e.g., Smith,

Kendall, & Hulin, 1969). These indicate acceptable

levels of stability for traitlike measures and suggest

the statelike fluctuations are minor. However, it is

likely that much of the variance in job attitude

scores that is treated as stable is actually systematic

response variance associated with personality, con-

cerns about the confidentiality of attitude scale

responses, and other stable response artifacts. All

forms of stable variance are lumped into construct

variance and may significantly inflate the stability

estimates of these measures.

One might argue that job satisfaction is a poor

example compared to something more traitlike and

stable, such as personality. However, evidence sug-

gests that all the Big 5 personality dimensions vary

as much across time as they do across individuals

(Fleeson, 2001). These estimates of the within-

versus between-person variance are at odds with

the Tp T2 reliabilities of .80 to .85. Thus, not even

"traits" such as personality are safe from the

assumptions about stability.

This is not a trivial consideration. Our past theo-

ries about what was important to study and our

past methods were, more or less, in alignment. We

had theories about assumed static constructs, and

we used methods best suited to studying static vari-

ables and constructs. It is not clear which came

first; reciprocal influences are likely. However, it

appears clear from both theoretical and empirical

perspectives that although we have learned much

about individuals in organizations, there is much

that our methods have relegated to the trash bin of

error variance that deserves to be resurrected and

analyzed for lawful and consistent antecedents and

consequences.

IMPLICATIONS

Theories of organizational behavior posit dynamic

processes. Inherent in the generation of predictions

is how variables operate and interact over time. For

example, the observation that conscientiousness

should relate to job performance inherently posits

that conscientious individuals engage in behaviors

that enhance their job performance to a greater

extent than nonconscientious individuals. This

hypothesis is typically tested across individuals by

relating trait conscientiousness to some level of

aggregated performance. It is likely that there is a

set of behaviors that mediate the relationship

between conscientiousness and job performance.

Such behaviors consist in part of ensuring that

assigned tasks are done, infrequently missing meet-

ings, following up with others more often, arrang-

ing work in a logical fashion, setting goals and

subgoals to be accomplished during a workday

(Ryan, 1970), and coping with personal problems

during nonwork times. Studies that address vari-

ance over time are crucial to understanding the

processes behind well-documented relationships.

Mediating behaviors are likely to influence some,

but not all, aspects of an employee's job perform-

ance. One can hypothesize that these mediating

behaviors occur more frequently in conscientious

employees but still not assume they are static and

completely regularly occurring aspects of how con-

scientious employees organize their workdays. Nor

do we need to assume that trait conscientiousness is

a fixed characteristic of individuals. It is likely that

state conscientiousness may fluctuate across time

and situations, although it should be higher in indi-

viduals with high degrees of trait conscientiousness.

The degree of stability will likely depend in part on

the consistency and impact of feedback from behav-
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iors that typify conscientiousness. Episodic mediat-

ing behaviors are more likely to occur when state

conscientiousness is high. These mediating behav-

iors are likely to be related to performance effective-

ness during those times.

The picture this presents is a dynamic, within-per-

son, instantiation of the much-studied between-per-

son correlation between trait conscientiousness and

aggregated overall performance (Barrick & Mount,

1991). We can assume that between-person observa-

tions will generalize to some within-person processes

without also taking the step of assuming fixed, static

traits and behaviors. As we move away from a prag-

matic field concerned with documenting relationships

to a more theoretically oriented one, dynamic pro-

cessing understanding will become crucial.

For example, we might think of organizational

commitment as a relatively more stable variable than

is mood. However, even organizational commitment

varies about its long-term mean over time. Some

weeks we are very committed to our organizations,

others, not so because of, for example, a press story

that the CEO of our organization and his captive

finance committee recently awarded him a 20-year

increase in his years with the organization to

increase his retirement benefits; no such additions to

rank-and-file employees' years of service were made.

These deviations are regarded as random minor fluc-

tuations or measurement errors in the current appli-

cation of classical measurement theory. As a

consequence of this, they are ignored in our studies

of the constructs; within-person, across-time vari-

ances in the assessments of the construct are neither

studied nor analyzed for possible relations with

antecedents or behavioral consequences. We do not

investigate the potential antecedents and conse-

quences of fluctuations of these variables because we

assume these fluctuations to be random error.

For example, some have suggested that under-

standing of how personality influences outcomes

may be achieved by examination of such intraper-

sonal variability (e.g., Block, 1995; Pervin, 1994).

Personality does not express itself in a vacuum.

Individuals constantly choose and react to situa-

tions in their environment. That is, personality

processes might be better understood by examining

how they predict momentary behavior, affect, and

cognition. In response, researchers (Moskowitz &

Cote, 1995; Cote & Moskowitz, 1998) developed

the behavioral concordance model building on

prior work that examined situational concordance

(Diener, Larson, & Emmons, 1984; Emmons,

Diener, & Larsen, 1986). A few recent studies have

documented the utility of such models for under-

standing several dimensions of personality (Cote &

Moskowitz, 1998; Gable, Reis, & Elliot, 2000;

Moskowitz & Cote, 1995). Applied to I/O endeav-

ors such an approach could, for example, help

researchers understand how personality interacts

with job characteristics to influence job perform-

ance across time and across people with different

personality profiles. Key is the idea that we need to

get data about how personality operates across situ-

ations to get a better understanding about how it

operates in work settings.

In summary, we believe that increasing attention

to dynamic construct variance is important for two

reasons. First, it is important to address a potential

misestimation of error terms. If researchers sweep

meaningful variance in constructs into their error

terms inappropriately, they commit errors poten-

tially as large as artificially inflating correlations by

using common methods. Second, we see potential

for the expansion of theory to process rather than

documentation of correlations by increasing access

and attention to temporal ordering. We recognize

such a focus will make most organizational research

more difficult, just as Dunnette (1966) argued

decades ago. Managers will undoubtedly resist

efforts to extend data collection beyond familiar sur-

vey instruments administered at one arbitrary time

and the occasional supervisory evaluations of per-

formance. Researchers will also object to attempts to

partition temporal variance into true and error com-

ponents rather than simply assuming that temporal

variance is all error. However, the alternative is to

continue the status quo and to ignore what seem to

be serious problems with theory/data interfaces.

SOME ALTERNATIVE METRICS

In an ideal world of construct validity, we would

collect data whose assessment methods share a

minimum of facets (e.g., structured vs. semistruc-
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tured vs. unstructured, paper-and-pencil vs. obser-

vations by others, verbal vs. behavioral, accessible

vs. inferred by observers, transparent vs. masked)

with other assessments of these constructs. As this

book details, other areas of psychology have devel-

oped metrics that could and should be applied to

I/O research. These other assessments could include

such measures as behavioral traces (Fritsche &

Linneweber, chap. 14, this volume; Webb, Camp-

bell, Schwartz, & Sechrest, 1966), direct observa-

tional reports (Neyer, chap. 4, this volume),

semistructured techniques (Hulin & Maher, 1959),

peer reports, self-reports that minimize verbal con-

tent (Kunin, 1955), event or signal sampling (Stone

& Litcher-Kelly, chap. 5, this volume), response

times to attitude items (Fazio & Olson, 2003; Fazio

& Williams, 1986; Robinson & Neighbors, chap. 9,

this volume), and objective metrics. Explorations of

theory/data interfaces using alternative research dis-

ciplines such as computational modeling (Glomb &

Miner, 2002; Ilgen & Hulin, 2000; Seitz, Hulin, &

Hanisch, 2000; Seitz & Miner, 2002) should also be

included in our research techniques.

One area we would like to highlight is reaction

time measures. Such measures allow inferences

about cognitive processes that are inaccessible with

verbal self-reports. Use of such metrics opened up

new areas of conceptual development about many

constructs and popularized new areas of study. For

example, the use of reaction time metrics permitted

scientists to study the organization of material in

memory (Schneider & Shiffrin, 1985) and the cate-

gorization of objects in perception and memory

(Benjamin, chap. 24, this volume). In social psy-

chology, such measurement operations have permit-

ted theory to extend to such areas as "implicit

attitudes," or attitudes that are not readily verbally

accessible and reportable or reportable (Greenwald

& Banaji, 1995; Greenwald, McGhee, & Schwartz,

1998), or attitude accessibility (Fazio & Williams,

1986).

Research indicates that chronically accessible

attitudes are better predictors of some behaviors

than are attitudes less chronically accessible. For

example, Fazio and Williams (1986) showed that

attitude accessibility was a predictor of behavior

after controlling for attitude strength in a study of

voting intentions in the months preceding the 1984

presidential election. Individuals with chronically

accessible attitudes toward the candidates voted

how they said they would more often than did

those with less-accessible attitudes, even though

both groups rated the candidates identically.

Even though many of our most popular con-

structs are attitudes (e.g., job satisfaction, organiza-

tional commitment, justice), little work has been

done on accessibility within the field of I/O. When a

participant in a study answers "Yes" to the query,

"Are your coworkers boring?" we do not know

whether they constantly evaluate their coworkers as

boring and avoid them as much as possible, or

whether they just escaped from a long and boring

conversation with colleagues. Of course, on average,

we'd expect people with more negative overall eval-

uations to respond affirmatively more often. How-

ever, the modest relations between attitudes and

relevant behaviors suggest attention paid to accessi-

bility of attitudes might pay substantial dividends in

the strength and generality of relations between job

attitudes and behaviors. It is also possible that less-

accessible attitudes represent an independent pool

of variance that is reliably related to different out-

comes than chronically accessible attitudes.

The issue of chronic accessibility is broader than

responses to structured questionnaire items. It deals

with a characteristic of our theories. We assume the

constructs we measure influence outcomes consis-

tently across time. In the case of weak, or

nonchronically accessible, or attitudes whose acces-

sibility varies depending on affective factors, this

may not be a safe assumption. Worse, it is unlikely

that this assumption causes only random error in

prediction. If only the subset of people with chroni-

cally accessible attitudes drives our results, we may

be generalizing inappropriately.

Chronic accessibility might matter little for I/O

psychology. The case could be made (e.g., Hulin,

2001) that work represents such an important part

of most people's lives, that attitudes about work will

always be chronically accessible. This may be why

job attitude/job behavior relations are typically

stronger than more elusive social attitude/social
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behavior relations (Hulin & Judge, 2003); it should

be investigated. The point is that without using

reaction time measures or alternate metrics to com-

plement verbal self-reports, I/O researchers will fail

to investigate this potentially important component

of an immensely popular topic within the field.

CONCLUSION

Overreliance on self-report data potentially biases

our results and may overestimate the construct

validity of our measures. Although a construct such

as organizational commitment may be efficiently

and accurately measured by asking a series of ques-

tions about how committed one is to their organiza-

tion, sole reliance on such measures restricts our

ability to ensure we have captured the underlying

construct. Further, we compound this reliance on a

narrow range of assessments by using analyses that

cannot distinguish between construct, trait, or true

variance with systematic error variance due to

methods. We tend to lump all nonrandom error

into construct variance when it comes to estimating

stability or reliability of our measures.

Decades ago there were calls to use multiple

methods to achieve construct validity in psycholog-

ical research. I/O psychology struggles with these

calls because much research is done in the field,

where it is difficult to gain access to employees to

assess their characteristics and responses even once;

forget about multiple ways. As a consequence, we

argue that the field has evolved its theories to study

only those variables and constructs that are measur-

able using self-report data gathered in surveys.

The efforts to expand measurement beyond sin-

gle methods have met resistance; it is difficult to

obtain low monomethod-heterotrait correlations.

We suggest that this problem of achieving low

monomethod-heterotrait correlations is somewhat

intractable as long as human raters are involved,

and they will be for I/O research for the near future.

Given this situation, what can we expect about

the nature of I/O research? We only account for a

portion of the total variance in our constructs, but

the amount of covariance that we do account for

may be an overestimate of the true state of affairs

because while we are assessing manifestations of a

portion of the total construct space, we are using

methods that potentially share much correlated

method variance. This tends to generate strong cor-

relations among the few multiple measures of a

construct.

It seems clear there are direct and mutual influ-

ences between theory and methods. Theories that

cannot be tested with available methods are given

little credence and are not studied. Our methods do

a very good job assessing static traits or aggregating

observations over arbitrary temporal intervals. This

leads us to focus our theoretical/conceptual efforts

on theories that address static questions and static

analyses. A consideration of these issues may sug-

gest we need to modify both our theories and our

methods. Methods that allow us to address such

variation in our theories should generate hypothe-

ses about dynamic states, episodic behaviors, and

fluctuations in patterns of individuals' responses.

As a potential solution we propose that

researchers expand their use of longitudinal

designs, in particular short-term longitudinal

designs that tap dynamic constructs. We also urge

that within-person variance in important constructs

should be analyzed to determine possible implica-

tions for our theories. Our recommendations are

not panaceas, but they do open possibilities for bet-

ter understanding of change in constructs across

time. We argue that it is only through studying and

understanding change that our field can be freed

from the confines of static research that is adept at

documenting relationships, but relegates process

theory to the introduction and discussion sections.

Without methods that directly address process, it is

difficult to parse the many possible process expla-

nations for any given observed static relationship.
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MULTIMETHODS IN INDUSTRIAL AND
ORGANIZATIONAL PSYCHOLOGY:

EXPANDING "METHODS" TO INCLUDE

LONGITUDINAL DESIGNS

Andrew G. Miner and Charles L. Hulin

The general case for multiple operations in the study

of constructs in psychology has been made several

times (e.g., Bridgman, 1927; Campbell & Fiske,

1959; Dunnette, 1966; Garner, Hake, & Eriksen,

1956). It has been established that appropriate meas-

urement and manipulation of psychological con-

structs depends fundamentally on the use of multiple

independent methods, each of which imperfectly

captures an underlying construct. The use of more

than one operationalization of a construct is neces-

sary to ensure that observed relationships are due to

relations among constructs and not methods.

Industrial and organizational (I/O) psychology

has struggled to measure constructs using more

than one method for two reasons. First, researchers

often lack access to experimental designs that can

provide a source of alternative operationalizations;

many constructs are bound to their organizational

context and cannot be reasonably isolated in the lab

(e.g., organizational commitment). Second, organi-

zations are often reluctant to undertake the time,

cost, and effort necessary to move beyond standard

paper-and-pencil or online self-report surveys.

Some research endeavors in I/O psychology have

resulted in remarkable demonstrations of the appli-

cation of multiple methods. However, such endeav-

ors represent the exception to the rule that it is

difficult to achieve multiple methods in organiza-

tional settings. In this chapter we describe four

characteristics of most research in the field. One of

these four characteristics, the discounting of

dynamic process in research design, is explored in

further detail. The chapter addresses some potential

benefits of using dynamic, within-person, designs

more frequently.

BACKGROUND

I/O psychology is, from one viewpoint, a pragmatic

psychology. Much research is devoted to the predic-

tion of behavior in organizations. For example,

what are the psychological factors that lead a group

of employees to attempt to change a dissatisfying or

stressful situation by unionizing? What factors go

into decisions to quit one's job? What psychological

traits best predict job performance across a wide

range of occupations? Effort typically goes into

identifying measures that accurately predict these

types of outcomes because the outcomes themselves

are important. Indeed, one popular method of

selecting employees, biographical data, relies prima-

rily on empirical keying to score individual items

according to the options that best predict job suc-

cess. Perhaps as a result of a tension to identify

measures that predict our chosen behaviors well,

we have not used the multitrait-multimethod

(MTMM) approach to triangulate on theoretical

constructs, preferring instead to use the measures

that best predict the behaviors. There are coun-

terexamples, a few of which we describe following,

but most I/O psychologists would probably admit

that at some level we are driven by pragmatic con-

cerns of prediction (Hulin, 2001).

Some in the field have addressed these issues.

Dunnette (1966), an I/O psychologist, argued

points quite similar to Campbell and Fiske's (1959)
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in his provocative "fads, fashions, and folderol" arti-

cle. Dunnette warned against researchers whose

findings or theory depended on one operation.

Researchers with one method are limited; their find-

ings are equally limited. Their research is method—

rather than problem—oriented; disentangling

method and construct variance may be impossible if

results are based on monomethod studies. If the

methods generate systematic error variance not

related to the construct being assessed but corre-

lated with other responses, the theory and its evi-

dence may be misleading. Through demonstration

that multiple methods and measures independently

converge on the same conclusions, researchers can

avoid ascribing errors in measurement to effects at

the construct level (Campbell & Fiske, 1959).

A DESCRIPTION OF RESEARCH

Unfortunately, the main points of the original

Campbell and Fiske article are distorted nearly as

often as they are heeded. In I/O psychology, Camp-

bell and Fiske's arguments are often cited in the

empirical literature but frequently in contexts that

are but pallid reflections of the points of the

MTMM work, distorted by the twin mirrors of exi-

gencies of field research and difficulties of develop-

ing truly independent methods of assessing related

traits. Real-world restrictions on research designs in

organizations create four characteristics that

describe much I/O research:

1. Many studies rely primarily on self-reports.

2. Theory and measurement instruments are often

intertwined.

3. Methods dictate and limit theory.

4. Time is either ignored or arbitrary.

These four characteristics are not meant to

describe all research in the field, nor are they meant

to describe the shortcomings of researchers working

in the area. Rather, they are intended to be a

description of the evolved state of much research in

organizational environments.

Self-Report

Many organizational results are based on data col-

lected from employees who complete structured,

self-report, paper-and-pencil or online surveys.1 To

the extent that attitude, personality, opinion, and

interest constructs are best measured using self-

reports, and they often are, this is an acceptable

method of obtaining data. However, as a field, we

are limited by what appears to be an overreliance

on self-reports.

In organizational studies, self-reports are a par-

ticular concern because surveys are commonly done

with management's endorsement. Employees

manipulate their responses not only for ordinary

social desirability, but also because they are con-

cerned about confidentiality. This can create an

incentive for individuals to manipulate their

responses lest they be caught reporting that their

boss is an idiot or their colleagues are clueless.

Unless the surveys are clearly anonymous or 100%

guaranteed confidential, participants have an incen-

tive to distort.

This creates a dilemma for researchers who

attempt to diversify methodologically. Collecting data

in addition to self-reports requires that participants

be identifiable. One cannot give anonymous surveys

if one needs to match to data collected using other

methods. Therefore, researchers are in a dilemma:

the best way to ensure that response manipulation is

minimized is to give anonymous surveys, but this

makes the possibility of matching to data collected

using alternative methods impossible.

In attempts to create alternative methods,

researchers occasionally word questions somewhat

differently or use different response scales (e.g.,

using Likert, yes/?/no, or other verbal response for-

mats). However, this does not generate different

methods. The number of facets the resulting meas-

ures share with each other remains unfortunately

large. Correlations among measures are artificially

inflated because of the common measurement oper-

ations shared by the different response formats. The

method variance contained in each measure gets

treated as construct or trait variance. In addition,

'We exclude cognitive ability tests from our analyses and restrict ourselves to self-report surveys and scales that assess preference, opinion, attitude,
personality or interest constructs. Ability assessments have measurement problems that are quite different.
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self-reports only tap a portion of the construct

space, the verbally accessible and socially accept-

able part. The remainder of the construct space is

seldom measured. This is significant if the portion

that is measured is not representative of the whole

space. Indicators of a construct may be seriously

deficient.

Confounding of Theories and Methods
Our multiple measures differ too little from one

another and are drawn from a restricted universe of

assessments. Indeed, some theories are supported

not only by single measurement operations but also

by single measures of constructs.

There is a volume of research on theories that

documents correlations not among constructs, but

among the measures that go with the theory. For

example, most studies that test Hackman and Old-

ham's (1976, 1980) theory of work design use the

scale that they published with the theory, the Job

Diagnostic Survey. Without multiple scales that meas-

ure constructs proposed by the theory, it is impossible

to partition observed covariance into construct-rele-

vant and scale-relevant variance. In essence, the scale

becomes the construct (see also Idaszak, Bottom, &

Drasgow, 1988; Idaszak & Drasgow, 1987).

As another example, consider Herzberg's Two-

Factor Theory (Herzberg, Mausner, & Snyderman,

1959). Herzberg proposed that the factors that

cause job satisfaction were different than the factors

that cause dissatisfaction. He derived his theory

based on field studies where he asked employees to

list the attributes of their jobs that made them satis-

fied and, separately, those that made them dissatis-

fied. Employees consistently listed different sources

of satisfaction and dissatisfaction. Herzberg and his

colleagues concluded that job satisfaction and job

dissatisfaction were in fact two independent factors

and not opposite poles of one dimension.

The theory received much attention in the years

that followed, but many researchers had trouble

Multimethods in Industrial and Organizational Psychology

replicating Herzberg's results if they used any other

research method. Eventually, a research on Two-

Factor Theory put the matter to rest by pointing

out that Herzberg's theory could only be replicated

by using his original item set (Schneider & Locke,

1971). The entire theory rested on the survey/inter-

view method used to collect the data. Using alterna-

tive methods caused the predictions of the theory

to fail.2

The problem seems to be structural in social sci-

ence. Responsibility lies partially with researchers,

but also with editors, who correctly require that

published works rely on validated scales. Referees

try to ensure that published results are based on

prevalidated scales with demonstrated construct

validity so that results are not due to idiosyncrasies

of the scale used. Unfortunately, this creates a situa-

tion for researchers who, with limited time and

space on questionnaires, risk not being published if

they use new or alternative measurement operations

without extensive validation.

The issue is not the validity of many of our basic

scales. Indeed, a large number of scales can be

argued to have substantial construct validity. The

issue is that even our validated measures contain

substantial, albeit unknown, amounts of stable

method and self-presentation variance that mas-

querades as construct variance. When no other

scales are available or acceptable or the exigencies

of publishing intervene, the researcher has little

choice but to use the validated ones.

The argument for multiple operationalizations

for constructs is consistent with the logical posi-

tivist philosophy of science that held sway in psy-

chology from the 1930s to the 1950s. This

approach appeared to assume that measures are

equivalent to the construct they assess. However, to

argue that this implies acceptance of single meas-

ures and methods of operationalizing a construct

distorts the logical positivism philosophy. Bridg-

man, one of the founders of logical positivism,

2The extensive debate among mood researchers outside I/O psychology about the "true" factor structure of mood reports also illustrates our
point. Some researchers proposed that negative and positive moods are polar opposites (Russell, 1980), whereas others proposed that nega-
tive and positive moods were not opposites, but independent dimensions (Watson & Tellegen, 1985). Only because different researchers
used different items to measure mood for several years was it possible to have a theoretical dispute, apparently informed by data, about
something so fundamental. Once measurement error was corrected in the Positive and Negative Affect Schedule (PANAS; Watson & Telle-
gen, 1985), evidence for independence was diminished (Green, Goldman, & Salovey, 1993), and consensual structures begin to emerge (Tel-
legen, Watson, & Clark, 1999).
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argued that operational definitions are without sig-

nificance unless at least two methods are known of

getting to the terminus. One could have been a dedi-

cated positivist (e.g., Bridgman, 1927, 1945) and

still not fallen into the trap of relying on single

operations of a construct. Even assuming a concept

is synonymous with a set of operations, any opera-

tion does not necessarily produce a concept. Defin-

ing a phenomenon by the operations that produced

it has a specious precision because it is a description

of a single isolated event (Bridgman, 1927, p. 248),

not a construct.

Restriction of Theory by Existing Methods
Our long-standing love affair with copying

machines and their spawn, paper-and-pencil items

and scales, has also generated a related and perhaps

more serious problem. When a substantially new

construct is hypothesized by theory, our tendency

to use the same assessment techniques used for pre-

vious theories and constructs is likely to generate

empirical evidence that suggests the new construct

adds but little to our pool of variance. Correlated

error variance among the original variables and the

new constructs may overwhelm any independent

variance related to new constructs.

One example of this is the inclusion of affect in

theories of attitudes and behavioral intentions (e.g.,

Fishbein, 1980; Triandis, 1980). When affect or

emotion constructs referred to in these theories

were studied in empirical research, they were

assessed using paper-and-pencil items to elicit

descriptions of the stimulus object in terms of such

items as nauseating, disgusting, or a source of pleas-

ure. Empirically, these scales, putatively assessing

affect aroused by a stimulus object, contributed

trivially to the prediction of behavioral intentions

beyond that accounted for by more traditional

measures of cognitive evaluations of the stimulus

objects with which they shared many assessment

facets. Emphases on affect or emotion in attitudes,

including job attitudes, withered away despite our

definitions of these constructs as reflecting affective

reactions toward an object.

It is not at all clear that affective reactions can or

should be measured independently from ongoing

experience and interaction with the object of inter-

est. Is it safe to assume that affective reactions to

"cigarettes," for example, are equivalent and con-

stant between what is reported on a questionnaire

in the lab and when one is in a smoky bar at 11 P.M.

on a Saturday night or when one has just finished

breakfast on the third day of attempting to quit

smoking? Researchers who attempted to study the

role of affect in attitudes and behaviors seem, in ret-

rospect, to have reached a "methodological stale-

mate" (Larson & Csikszentmihalyi, 1983) in which

methods appropriate to an earlier theory or con-

struct are applied to test all derivations from that

theory and from new theories in the same general

content area.

Time Is Either Ignored or Arbitrary
The fourth characteristic of general research in I/O

psychology is that our data are usually cross-sec-

tional and static. As in other areas of psychology, it

is difficult to obtain longitudinal data sets. As a

result, process theory about how variables should

be causally related is relegated to introduction and

discussion sections of papers, whereas the method

and results describe cross-sectional data collection.

Designs that rely on such static, between-person,

variance in measures are useful for a substantial but

not unlimited range of questions.

Relying on static data collections forces

researchers to make three assumptions: (a) within-

person variance is either uninteresting, error, or will

not address our theoretical questions; (b) measure-

ment operations used to assess static or aggregated

measures are immune from influences due to

respondents' current standing on constructs or this

extraneous variance is small, random, and can be

relegated to the error term; and (c) we know the

intervals across which we should aggregate recall

measures and participants can accurately aggregate.

The first point, that within-person variance is

not interesting, is important. It can best be

addressed with the very data that our research

designs do not typically collect: within-person data.

Closer examination of many theories will likely

reveal that they would be more completely

addressed by analyzing both within- and between-
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person variance in their central constructs. For

example, up to the early 1990s the field denned

"affective reactions" to one's job as relatively static

job satisfaction. Only recently has attention been

focused on the idea that employees may not have

stable levels of job satisfaction across time and that

this dynamic variance is systematically related to

important variables (Hies & Judge, 2002; Weiss &

Cropanzano, 1996).

The answer to question 2 is more difficult

because even granting that dynamic variance may

be random across individuals, it will not be ran-

domly distributed across responses to the question-

naire. Suppose, for example, that commitment and

job satisfaction are positively correlated over time.

In periods when one is committed to the organiza-

tion, one also has high levels of job satisfaction. If

we measure both variables in only one time period

and inspect only the between-persons correlation

matrix, this within-persons correlation will inflate

the size of the observed between-persons relation-

ship. Brief and his colleagues demonstrated that

state variables can influence responses on suppos-

edly static instruments when they induced higher

scores on a "static" job satisfaction instrument by

elevating state mood with a gift of a cookie (Brief,

Butcher, & Roberson, 1995).

Third, the appropriate interval across which to

aggregate observations depends on an understand-

ing of rate of change of our constructs and a well-

articulated theory of organizational and individual

time. Such theory would specify intervals across

which stability can be expected and the relative

amounts of change expected across other, longer,

intervals. For example, stability of job attitudes will

depend on economic, political, organizational, and

psychological processes. How many times does the

boss need to engage in harassment or how often

does it need to occur before attitudes change? Is

once enough or must it become a pattern spaced

over time? How fast do people change their evalua-

tion of their job? How general are the factors that

cause change over time? What are the temporal

characteristics of the feedback from behaviors onto

the attitudes that precipitated the behaviors? With-

out theories that provide answers to such questions,

we use what seems intuitively appropriate. We are

operating at the intersection of organizational and

psychological time, and we have little guidance. So,

we slice into an organization at one time point and

ignore trajectories of variables that may alter our

observations. These are issues that have received lit-

tle attention in the literature beyond a few compre-

hensive theories (e.g., Naylor, Pritchard, & Ilgen,

1980) and recent studies that document rates of

change following, for example, organizational entry

(Chan & Schmitt, 2000). The result of this over-

sight is temporal misspecification. The time inter-

vals across which measures are aggregated or

recalled are arbitrary; they are often dictated neither

by theoretical requirements nor empirical data rele-

vant to the appropriate length of time intervals in

organizations or in the lives or organizational

employees. Beyond a few examples, little thought is

given to how fast or slow we might expect variables

of interest to change or fluctuate across time. Appli-

cations of computational modeling in which rates

of change are explicitly modeled based on differing

sets of assumptions about underlying states and

processes provide one avenue for studying temporal

questions (Ilgen & Hulin, 2000).

The arbitrariness of time frame is evident from

the wording of organizational surveys themselves.

Subjects are often given an arbitrary time frame

over which to integrate their experience for

responding to our surveys (e.g., "in general how do

you rate your . . .")• We have little good evidence

about how individuals construct responses to such

questions. Do they accurately recall their actual

experiences, or do they use beliefs, implicit theo-

ries, stereotypes, and other heuristics to generate

self-reports?

Evidence addressing this latter question exists

for individuals making reports about how they feel

or have felt. Studies that compare retrospective

reports of affect (over the past few weeks) to actual

reports taken during the same time period indicate

that the two do not match (Thomas & Diener,

1990). Individuals fail to recall accurately their own

affect because they are overly influenced by a vari-

ety of factors, including beliefs about particular sit-

uations (Arntz, van Eyck, & Heijmans, 1990;
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A MULTIMETHOD PERSPECTIVE

ON SELF-CONCEPT RESEARCH

IN EDUCATIONAL PSYCHOLOGY:

A CONSTRUCT VALIDITY APPROACH

Herbert W. Marsh, Andrew J. Martin, and Kit-Tai Hau

In this chapter we begin with a brief overview of

the construct validity approach that underpins our

multimethod perspective to self-concept research.

After briefly reviewing the theoretical basis for our

self-concept research, we provide an overview of

the different multimethod approaches used in this

research program. We have, somewhat arbitrarily,

divided this into four sections. First we focus on a

wide variety of applications of the multitrait-multi-

method (MTMM) design, the traditional multi-

method approach. Second, we briefly review some

of our cross-cultural research where results from

multiple countries are compared to evaluate the

cross-cultural generalizability of our research. Third

we describe some additional analytic approaches

that fit within our broader perspective of the multi-

method approach. Finally, we explore some broader

perspectives on the multimethod approach.

CONSTRUCT VALIDATION: A MULTIPLE

PERSPECTIVE APPROACH

Psychology focuses on hypothetical constructs—

unobservable, theoretical abstractions—inferred

indirectly on the basis of observable indicators of

the construct. A critical issue is how well the

observable indicators represent the hypothetical

construct—the extent to which the theoretical con-

struct is well represented by the test scores; well

denned, related to variables and conditions to

which it is theoretically and logically connected,

and unrelated to variables and conditions to which

it is not theoretically and logically connected.

Hence, evidence used to evaluate construct validity

includes the content of measures, response

processes by participants, internal structure in

terms of consistency and factor structure, conver-

gent and discriminant relations with other con-

structs, criterion-related validity, and validity

generalization to relevant and similar situations or

populations. To the extent that there are multiple

indicators of each construct it is typically possible

to: evaluate each indicator; discard or replace inef-

fective ones and assign appropriate weights to the

others; evaluate and correct for measurement error;

evaluate the internal structure of the indicators; and

test for systematic, nonrandom sources of bias (e.g.,

method effects).

In psychological research it is advisable to con-

sider multiple outcome measures to test the con-

struct validity of the outcome construct, rival

hypotheses, and competing theories. For example,

an intervention designed to enhance academic self-

concept should have a stronger effect on academic

self-concept than on physical self-concept. This pro-

vides a possible test of potential biases such as the

Hawthorne effect, Halo effects, or postgroup eupho-

ria effects. Multiple outcome measures allow for

We would like to dedicate this chapter to D. Campbell and D. Fiske, who pioneered the multimethod approach with their development of multi-

trait-multimethod methodology that has been so central in our research. Our respect for their work and its influence on our research is shown in

that Herbert W. Marsh is the person who has cited their classic work the most. We would also like to thank our many colleagues who have con-
tributed to our self-concept research program. K.-T. Hau pursued this research, in part, while a Visiting Scholar at the SELF Research Centre (Uni-

versity of Western Sydney). The research was funded in part by grants from the Australian Research Council.
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tests of unintended outcomes (positive and nega-

tive). For example, interventions that enhance skills

but lead to more negative self-concepts are likely to

have very different implications to a program that

increases both skill levels and the corresponding

area of self-concept (see Marsh & Peart, 1988).

Particularly in nonexperimental research with

variables that are not or cannot be experimentally

manipulated, it is often desirable to have multiple

indicators of the independent or mediating vari-

ables. Even in experimental and quasi-experimental

studies, it is advisable to have multiple operational-

izations of the experimentally manipulated variable.

Thus, for example, Marsh and Peart (1988) com-

pared competitive and cooperative interventions

designed to enhance physical fitness. Although both

interventions enhanced fitness, the cooperative

intervention also enhanced physical self-concept,

whereas the competitive intervention led to the

reduction in physical self-concept relative both to

pretest scores and to scores for a randomly assigned

no-treatment control group. They argued that the

short-term gains in physical fitness were likely to be

undermined by declines in physical self-concept

associated with the competitive intervention.

Hence, construct validation is relevant to experi-

mental as well as nonexperimental research.

It is also valuable to test the same hypothesis

with different research methodologies. For example,

the limitations and threats to the validity of inter-

pretations are quite different in experimental, corre-

lational, survey, action research, interview, and case

study approaches. To the extent that there is a con-

vergence in results from different research method-

ologies and samples, the construct validity of the

interpretations is enhanced. Rather than argue

about the relative merits of alternative methodolo-

gies, it makes more sense to recognize that no one

methodological approach is inherently superior.

In conclusion, the critical ingredient underlying

this cursory discussion of construct validity is the

emphasis on multiple perspectives based on multiple

methods. Good research involves the use of: multiple

indicators of each construct, multiple constructs and

tests of their a priori relations, multiple outcome

measures, multiple independent/manipulated vari-

ables, multiple methodological approaches, and mul-

tiple researchers with different methodological per-

spectives. In each case, the multiple perspectives

provide a foundation for evaluating construct valid-

ity based on appropriate patterns of convergence and

divergence and for refining measurement instru-

ments, hypotheses, theory, and research agendas.

THEORETICAL SELF-CONCEPT MODEL:

CONSTRUCT VALIDATION FROM A

MULTIMETHOD PERSPECTIVE

In their classic review of self-concept research, the-

ory, and measurement, Shavelson, Hubner, and

Stanton (1976) developed an influential multidi-

mensional, hierarchical model of self-concept.

Rather than emphasizing the shortcomings of exist-

ing self-concept research, Shavelson et al. con-

tended that "our approach is constructive in that

we (a) develop a definition of self-concept from

existing definitions, (b) review some steps in vali-

dating a construct interpretation of a test score, and

(c) apply these steps in examining five popularly

used self-concept instruments" (p. 470). An ideal

construct definition, they emphasized, should con-

sist of the nomological network containing within-

network and between-network components. The

within-network portion pertains to specific features

of the construct—its components, structure, and

attributes and theoretical statements relating these

features. Within-network studies test, for example,

the dimensionality of self-concept to show that the

construct has consistent, distinct multidimensional

components (e.g., physical, social, and academic

self-concept) using empirical techniques such as

factor analysis or MTMM analysis. The between-

network portion of the definition locates the con-

struct in a broader conceptual space, establishing a

logical, theoretically consistent pattern of relations

between measures of self-concept and other con-

structs. Hence, as early as 1976, self-concept was

developed along lines demanding multimethod

approaches to support its validity.

Factor analysis played a contentious role in early

self-concept research. Historically, most evaluations

of the dimensionality self-concept measures were

exploratory factor analyses (e.g., see Marsh &

Richards, 1988; also see Shavelson et al., 1976;

442



A Multimethod Perspective on Self-Concept Research in Educational Psychology

Wylie, 1989) intended to "discover" the underlying

factors based on responses to large pools of items

that were not derived from an explicit theoretical

model. Because of a combination of poorly designed

instruments and reliance on exploratory factor

analyses, items typically loaded on multiple factors

and observed factors were ambiguous in relation to

a priori factors and not replicable in subsequent

studies. Marsh and Hocevar (1985) provided one of

the early applications of confirmatory factor analy-

sis (CFA) to evaluate first- and higher-order factor

self-concept structures in relation to responses to an

instrument specifically constructed to test theoreti-

cal predictions from the Shavelson et al. (1976)

model. The use of multiple indicators to measure a

latent construct through the application of CFA and

other appropriate statistical analyses is a standard

starting point in a multimethod approach to con-

struct validation.

Consistent with this construct validity perspec-

tive, Marsh (1993a; Marsh, Craven, & Debus,

1998) argued that theory, measurement, and empir-

ical research are inexorably intertwined so that the

neglect of one will undermine the others. From this

perspective, Shavelson et al. (1976) provided a the-

oretical blueprint for constructing self-concept

instruments, designing within-network studies of

the proposed structure of self-concept, testing

between-network hypotheses about relations with

other constructs, and eventually rejecting and revis-

ing the original theory (Marsh & Hattie, 1996).

This chapter examines a number of methods that

have been pivotal to our evolving self-concept

research program specifically and to the develop-

ment of this construct as one of the most important

constructs in educational psychology. We show—

through presentation of multimethods in self-con-

cept research—that multimethod research offers

enormous advantages to the researcher that has the

potential to substantially enhance the validity of

findings within any research program.

Particularly in the last decade, there have been

substantial advances in the methodological sophisti-

cation of self-concept research that have been stim-

ulated in part by the development of stronger,

multidimensional self-concept instruments. Here

we briefly summarize some of the methodological

approaches that have been particularly effective in

answering some of the "big" questions emanating

from our research program. Although presented in

the context of self-concept research, the issues,

challenges, and multimethod solutions should have

broad applicability. We also emphasize that new and

possibly more appropriate methodological

approaches to many of these substantive issues are

still evolving as is made clear from the wealth of

material included in this book.

MULTITRAIT-MULTIMETHOD (MTMM)

DESIGNS AND ANALYSES: EVALUATION OF

CONVERGENT AND DIVERGENT VALIDITY

The MTMM design is the essence of multimethod

research. It has been used widely in self-concept

research to provide evidence of convergent and dis-

criminant validity and is one of the criteria on

which self-concept instruments are routinely evalu-

ated (e.g., Byrne, 1996; Marsh & Hattie, 1996;

Wylie, 1989). In the development of the MTMM

approach, Campbell and Fiske (1959) advocated

the assessment of construct validity by measuring

multiple traits (Tl, T2, etc.) with multiple methods

(Ml, M2, etc.). In self-concept research, the multi-

ple traits typically represent multiple dimensions of

self-concept. The term multiple methods was used

very broadly by Campbell and Fiske to refer to mul-

tiple tests or instruments, multiple methods of

assessment, multiple raters, or multiple occasions.

Whereas the analytic procedures for evaluating

MTMM data are appropriate for different types of

multiple methods, the substantive interpretations

differ depending on the nature of the multiple

methods. Campbell and Fiske's paradigm is, per-

haps, the most widely used construct validation

design. Although their original guidelines are still

widely used to evaluate MTMM data, important

problems with their guidelines are well known (see

reviews by Marsh, 1989, 1993b; Marsh & Grayson,

1995). More recently, researchers have used CFA

approaches to evaluate MTMM data in relation to a

prescribed taxonomy of MTMM models specifically

designed to evaluate different aspects of convergent

and discriminant validity (Marsh, 1989; Marsh &

Grayson, 1995; Widaman, 1985). In this section,
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we begin with an overview of the CFA approach to

MTMM data, describe some traditional applications

of MTMM studies in self-concept research, and then

explore some extensions to the logic of MTMM

design and analyses to demonstrate its flexibility.

CFA Approaches to MTMM Data

Using CFA approaches to MTMM data, researchers

can define models that posit a priori trait and

method factors and test the ability of such models

to fit the data. In the general MTMM model (Marsh,

1989; Marsh & Grayson, 1995; Widaman, 1985);

(a) there are at least three traits (T = 3) and three

methods (M = 3); (b) T X M measured variables are

used to infer T + M a priori factors; (c) each meas-

ured variable loads on one trait factor and one

method factor but is constrained so as not to load

on any other factors; (d) correlations among trait

factors and among method factors are freely esti-

mated, but correlations between trait and method

factors are fixed to be zero; and (e) the uniqueness

of each scale is freely estimated but assumed to be

uncorrelated with the uniquenesses of other scales.

This general model with correlated traits and corre-

lated methods (CFA-CTCM), provides apparently

unambiguous interpretation of convergent validity,

discriminant validity, and method effects: large trait

factor loadings indicate support for convergent

validity, large method factor loadings indicate the

existence of method effects, and large trait correla-

tions—particularly those approaching 1.0—indicate

a lack of discriminant validity.

A taxonomy of models (Marsh, 1989, 1993b;

Widaman, 1985) was proposed to evaluate MTMM

data that systematically varied the way that traits

and methods were represented. Particularly impor-

tant was the correlated uniqueness model (CFA-

CTCU) in which method effects are inferred from

correlated uniquenesses among measured variables

based on the same method instead of method fac-

tors. Correlated uniquenesses reflect the covariation

between two measured variables that are measured

with the same method after taking into account the

effects of the trait factors. The rationale is that cor-

relations among all measures should be explained

in terms of the correlated traits so that any residual

covariation between two variables measured with

the same method reflects method effects. To the

extent that these correlated uniquenesses are con-

sistently large, statistically significant, and inter-

pretable, there is support for method effects in

addition to the effects of the traits. From a practical

perspective, the CFA-CTCU model almost always

results in proper solutions, whereas the traditional

CFA-CTCM model typically results in improper

solutions. For example, Marsh and Bailey (1991),

using 435 MTMM matrices based on real and simu-

lated data, showed that the CFA-CTCM model typi-

cally resulted in improper solutions (77% of the

time), whereas the CFA-CTCU model nearly always

(98% of the time) resulted in proper solutions.

Improper solutions for particularly the CFA-CTCM

models were more likely when the MTMM design

was small (i.e., 3 Trait X 3 Method vs. 5 Trait X 5

Method), when the sample size was small, and

when the assumption of unidimensional method

effects was violated. From this practical perspective,

the complications in comparing the different

MTMM models may be of limited relevance because

in many applications only the CFA-CTCU model

results in a proper solution. Because of the inherent

instability of CFA-MTMM models, Marsh and

Grayson (1995) recommended that studies should

contain at least four traits, at least three methods,

and a sample size of at least 250.

CFA Approach to MTMM Studies of

Different Self-Concept Instruments

What is the relation between scales based on

responses from new and existing self-concept instru-

ments? Historically, self-concept research was

plagued by a surfeit of idiosyncratic instruments that

hindered communication among researchers and

research syntheses. This situation invited the Jingle-

Jangle Fallacy (Marsh, 1994) whereby researchers

mistakenly assumed that two scales with the same

label measured the same construct or that two scales

with different labels measured different constructs.

The MTMM design in which the multiple methods

are the different instruments has been highly effec-

tive in addressing this critical issue, as illustrated by

two studies summarized in this section.
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Examining three academic self-concept traits.

In a classic example of this MTMM approach,

Marsh (1989, 1993b) examined the relations

between three academic self-concept traits (math,

verbal, and general school) measured by three dif-

ferent instruments. The 9 scores representing all

combinations of the 3 traits and 3 methods were

based on multi-item scales, and the three instru-

ments had strong psychometric properties. Consis-

tent with theory and considerable prior research,

math and verbal self-concepts were nearly uncorre-

lated with each other and were substantially corre-

lated with school self-concept. In the CFA MTMM

analysis, the trait factor loadings were consistently

large (convergent validity), the trait factor correla-

tions were small or moderate (discriminant valid-

ity), and the correlated uniqueness (method effects)

were small to moderate. Method effects were

smaller for the first instrument than the second and

particularly the third instrument, whereas trait

effects were smaller for the third instrument. Hence

the results supported the convergent and discrimi-

nant validity of the self-concept responses and pro-

vided useful diagnostic information about each of

the three instruments.

Examining preadolescent responses to three self-

concept instruments. Marsh (1990b) demonstrated

the CFA approach to MTMM data based on preado-

lescent responses to three widely used self-concept

instruments. He demonstrated two interesting vari-

ations on the typical MTMM design in that not all

traits were assessed by all the different measures.

First, two instruments contained self-esteem scales,

whereas the third did not. Hence, the general self-

trait factor was represented by two indicators

instead of three. Second, one instrument contained

two separate physical scales representing physical

appearance and physical ability; one instrument

contained only one physical scale apparently repre-

senting physical ability; one instrument contained

only one physical scale apparently representing

physical appearance. An evaluation of alternative

MTMM models demonstrated the need to separate

physical ability and physical appearance trait fac-

tors. The MTMM analyses provided support for

convergent validity for all three instruments and for

the divergent validity for two of the instruments,

but also contributed to understanding the multidi-

mensional structure of self-concept and particularly

the physical facet of self-concept.

In summary, the MTMM design in which the

multiple methods are different instruments is very

useful in the construct validation of new and exist-

ing measures. Importantly, this multimethod

approach also provides clear tests of jingle-jangle

fallacies based on clusters of seemingly similar con-

structs based on different instruments, different the-

oretical perspectives, and results from different

research teams.

CFA Approach to MTMM Studies of

Self-Other Agreement

How well do self-report self-concept ratings by self

agree with inferred self-concept ratings based on

responses by significant others (e.g., teacher, family

member, friend)? This long-standing debate in self-

concept research has important theoretical, substan-

tive, and practical implications. Following

Shavelson et al. (1976), Marsh (e.g., Marsh, 1990c,

1993a; Marsh & Craven, 1997) stressed that

inferred self-concept is a separate construct and

should not be confused with self-concept ratings

that are necessarily based on some form of self-

report. Thus, for example, even if young children

have inflated self-perceptions of their competence

in relation to perceptions by significant others and

objective measures, their self-reports are a valid rep-

resentation of their self-concept, and inferred self-

concepts by significant others that disagree with the

self-reports are not. Inferred self-concepts are, how-

ever, useful to (a) determine how accurately self-

concept can be inferred by external observers,

(b) validate interpretations of responses to self-con-

cept instruments, and (c) test theoretical hypotheses.

The MTMM design in which the multiple methods

are different respondents has been highly effective in

addressing this critical issue, as illustrated by the

three studies summarized in this section.

A study using teacher and student responses.

When multiple dimensions of self-concept are rep-

resented by both self-ratings and inferred-ratings,
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MTMM analysis provides an important analytical

tool for testing the construct validity of the

responses (Marsh, 1990b). Summarizing results

from 8 MTMM studies, Marsh reported significant

agreement between multiple self-concepts inferred

by primary school teachers and student responses.

Across 7 self-concept scales and 8 studies, the mean

convergent validity (self-other agreement on

matching scales) was .30. Student-teacher agree-

ment was strongest where the teachers could most

easily make relevant observations (math, .37; read-

ing, .37; school, .33; physical ability, .38; and, per-

haps, peer relations, .29). Student-teacher

agreement was reasonably specific to each area of

self-concept. These studies demonstrated that exter-

nal observers can infer self-concepts in many areas

with modest accuracy and support the construct

validity of self-concept responses.

A study using teachers and parent responses

about student self-concepts. Marsh and Craven

(1991) extended this research in a comparison of

the abilities of elementary school teachers, mothers,

and fathers to infer multiple self-concepts of pread-

olescent children. Responses by mothers and by

fathers were slightly more accurate than those by

teachers, but the relative accuracy of teachers,

mothers, and fathers in assessing different compo-

nents of self-concept did not vary much with the

specific component of self. All three groups were

more accurate in their inferences about physical

ability, reading, mathematics, and general school

self-concepts than other specific scales or self-

esteem self-concept. Self-other agreement in this

study tended to be better than had been found in

other research, but this was apparently because

children and significant others all completed the

complete SDQI instrument, whereas earlier studies

typically relied on single-item ratings by teachers to

represent each self-concept scale.

A study with responses from university students

and their significant others. Much stronger

results were found in MTMM studies of SDQ1II

responses in a small Australian study (N = 151;

Marsh & O'Niell, 1984) and in a large Canadian

study (N = 941; Marsh & Byrne, 1993). In both

studies, university students completed the SDQIII

and asked the "person in the world who knew them

best" to complete the SDQIII as if they were that

person (significant others typically were family

members, boy/girlfriends). Self-other agreement

was very high (mean r = .57), and four of the scales

had self-other correlations over .75. Both the tradi-

tional Campbell-Fiske guidelines and CFA models

of MTMM data provided strong support for the

convergent and discriminant validity of the ratings.

Both the size of self-other correlations and the pat-

tern of results across the 13 SDQIII scales were

remarkably similar in the two studies. Apparently,

self-other agreement was so good in both studies

because the participants were older and thus knew

themselves better and based their self-responses on

more objective, observable criteria; both partici-

pants and significant others made their responses

on the same well-developed instrument; self-other

agreement was for specific characteristics rather

than for broad, ambiguous characteristics or an

overall self-concept; responses to these specific

characteristics were based on multi-item scales

rather than single-item responses used in many

studies; and the significant others in these studies

knew the participants better and in a wider range of

contexts than the observers in most research. These

results imply that external observers are best able to

infer self-concepts when participants are older and

responses are based on psychometrically strong

instruments designed to measure multiple dimen-

sions of self-concept.

MTMM Extensions: Relations Among
Multidimensional Profiles for Different
Constructs
How well do profiles of achievements in different

school subjects agree with corresponding profiles of

academic self-concept? To what extent can self-con-

cept/achievement relations be explained in terms of

higher-order constructs (e.g., general achievement

and general self-concept)? Marsh (1992) explored

these issues in a study of relations between aca-

demic self-concept and achievement in 8 school

subjects. He adapted the traditional MTMM

methodology so that the multiple traits were the

eight different school subjects and the multiple
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methods referred to the two different constructs

(academic achievement and self-concept). Whereas

the study obviously had a two-facet design (8

school subjects X 2 constructs), neither of the facets

was really a "method" facet. Nevertheless, the logic

underlying MTMM provided useful insights. Corre-

lations between matching areas of achievement and

self-concept (convergent validities) were substantial

for all 8 school subjects (.45 to .70; mean r = .57),

whereas correlations between achievement and self-

concept in nonmatching subjects were systemati-

cally lower (.17 to .54; mean r = .33). These results

support convergent and discriminant validity of the

self-concept responses and the content specificity of

relations between academic self-concept and

achievements.

Marsh (1992) then tested alternative CFA models

of the 64 correlations between the 8 achievement

and 8 self-concept scores. In Model 1 only relations

between the 8 matching achievement and self-con-

cept scores were freely estimated; the remaining 56

relations were fixed to be zero. The paths leading

from each achievement score to the matching self-

concept scale were all substantial (.45 to .70; mean =

.57), and the model provided a very good fit to the

data (TLI = .96). In Model 2, one higher-order

achievement factor and one higher-order self-con-

cept factor was posited, and the relations between

the 8 achievement scores and the 8 self-concept

scores were represented in terms of the correlation

between the pair of higher-order factors. Although

the correlation between the higher-order factors was

very high (r = .83), the goodness of fit of the model

was poor (TLI = .719). In summary, the results pro-

vided strong support for the construct (convergent)

validity of multiple dimensions of academic self-con-

cept in relation to academic achievement and the

content specificity (discriminant validity) of the rela-

tions. The findings also demonstrated that the rela-

tions between specific (lower-order) self-concept

and achievement factors were not represented ade-

quately by higher-order factors.

In an interesting follow-up of this research,

Marsh and Yeung (1997) showed that academic

self-concepts in each school subject were more pre-

dictive of subsequent coursework selection in dif-

ferent school subjects than the corresponding

school grades. Both self-concept and achievement

were substantially related to each other and to

coursework selection. However, when both self-

concept and grades were used to predict course-

work selection, self-concept contributed

substantially beyond the effect of grades, whereas

grades made no significant contribution beyond the

contribution of self-concept.

MTMM Extensions: The Multifaceted

Nature of Measurement Error

Psychological measurement studies traditionally

focus only on internal consistency measures of reli-

ability—the extent of agreement among multiple

items designed to infer the same construct.

Although items are an important facet of measure-

ment error, there are other sources of measurement

error such as time (as in test-retest stability

approaches to reliability). Thus, studies that ignore

other sources of unreliability provide inflated relia-

bility estimates. Can multiple facets of measure-

ment error be modeled simultaneously within the

same study?

Marsh and Grayson (1994a) extended the logic

of MTMM analyses to address this issue for

responses to 6 self-esteem items collected on 4

occasions (a 6 item x 4 occasion design). This is an

interesting extension of the traditional MTMM

design in that both facets (items and time) repre-

sent what are typically considered to be method

facets, and there were no multiple trait factors.

Starting with the classical measurement theory and

extending the logic of MTMM analyses, Marsh and

Grayson (1994a) developed SEM models to parti-

tion variance into common factor, time-specific,

item-specific, and residual components. They

emphasized items and time as sources of measure-

ment error used to assess reliability, but outlined

how their approach could easily be expanded to

include additional facets (e.g., the use of multiple

markers when evaluating essays so that there would

be time-specific, item-specific, marker-specific, and

residual components of error). Although they con-

sidered only a single self-concept factor, their

approach could also be extended to include multi-

ple traits like those traditionally emphasized in self-

concept research. Whereas Marsh and Grayson

447



Marsh, Martin, and Hau

developed their models from the perspective of

SEM, analogous developments have been incorpo-

rated into generalizability theory and its focus on

validity generalizability (see Schmidt & Hunter,

1996; Shavelson & Webb, 1991).

MTMM Extensions: The Multiple-Indicator

Approach

The Campbell-Fiske guidelines are frequently criti-

cized for being based on correlations among

observed variables rather than among latent con-

structs. Ironically in the typical CFA MTMM

approach, a single scale score—often an average of

multiple items—is used to represent each trait-

method combination. Marsh (1993b; Marsh &

Hocevar, 1988), however, argued that it is stronger

to incorporate the multiple indicators explicitly into

the MTMM design. When multiple indicators are

used to represent each scale, CFAs at the item level

result in a MTMM matrix of latent correlations,

thereby eliminating many of the objections to the

Campbell-Fiske guidelines. Furthermore, CFA

MTMM models can be applied to the latent MTMM

matrix in much the same way as they are applied to

correlations among measured variables. For exam-

ple, when a first-order factor is defined by multiple

indicators of each trait-method combination, trait

and method factors can be represented as second-

order factors. This multiple indicator approach also

provides a rigorous test of the a priori factor struc-

ture used to construct scale scores that is typically

untested in the traditional MTMM approaches.

With this approach, researchers can separate meas-

urement error that is due to lack of agreement

among multiple items from residual variance that is

unexplained by trait and method effects. Marsh

(1993b) demonstrated this multiple indicator

approach for 4 self-concept scales measured on

each of four occasions (a 4 scale X 4 time MTMM

design) using multiple indicators of each of the 16

(4 x 4) trait-method combinations.

Marsh, Richards, Johnson, Roche, and Tremayne

(1994) demonstrated an interesting variation of this

MTMM approach and the importance of attending

to the item level in a study of one new and two

existing physical self-concept instruments. They

began with a content analysis of items and classified

scales from the three instruments as matching, par-

tially matching, or nonmatching. Treating the

extent of "matchingness" as having at least three

categories was an important concession in that

existing measures typically do not consist of paral-

lel scales as is implicit in the traditional MTMM

application. They initially conducted a large CFA

based on multiple indicators to represent the 11,5,

and 7 a priori factors from the three instruments.

They then applied the traditional Campbell-Fiske

criteria to their latent MTMM (23 X 23 correlation)

matrix resulting from their CFA, emphasizing that

inferences were based on latent correlations based

on their measurement model relating multiple indi-

cators and latent factors. Based on the a priori pre-

dictions derived from their content analysis, the

167 correlations between the 23 latent constructs

representing different instruments were classified

into 3 a priori categories: 9 convergent validities in

which the scales were most closely matched (.79 to

.90; median r = .84), 6 convergent validities in

which the scales were less closely matched (.61 to

.73; median r = .68), and the remaining 152 corre-

lations among nonmatching constructs (.02 to .74;

median r = .44). In support of construct validity—

and the usefulness of the two categories of match-

ingness—correlations in the first category were

systematically larger than those in the second cate-

gory. There was also good support for discriminant

validity in that the remaining 152 correlations were

smaller than convergent validities.

Summary of MTMM Studies

Following from Campbell and Fiske (1959), the

MTMM design is the most widely applied paradigm

to study the effects of multiple methods and has

been particularly important in self-concept research.

Here we have illustrated classic examples of the

MTMM design (methods as multiple instruments or

multiple raters), but also demonstrated its flexibility

with a variety of applications that do not fit the

standard MTMM paradigm. These include applica-

tions in which there are two trait facets (parallel

achievement test scores and self-concept factors)

but no method facets, where there are two or more

448



A Multimethod Perspective on Self-Concept Research in Educational Psychology

facets of measurement error (time, items) but no

multiple trait factors, and analyses that begin with

multiple indicators of each trait-method combina-

tion. Taken together, these applications demonstrate

why the logic underlying the MTMM design is cen-

tral to the multimethod approach.

CROSS-CULTURAL GENERALIZABILITY:

NATIONALITIES AS THE MULTIPLE

METHODS

To what extent do psychometric properties of self-

concept responses and theoretical predictions from

self-concept theory generalize across different cul-

tures and nationalities? Cross-cultural comparisons

provide researchers with a valuable, heuristic basis

to test the external validity and generalizability of

their measures, theories, and models. In their influ-

ential overview of cross-cultural research, Segall,

Lonner, and Berry (1998) stated that cross-cultural

research's three complementary goals were "to

transport and test our current psychological knowl-

edge and perspectives by using them in other cul-

tures; to explore and discover new aspects of the

phenomenon being studied in local cultural terms;

and to integrate what has been learned from these

first two approaches in order to generate more

nearly universal psychology, one that has pan-

human validity" (p. 1102) From this perspective

cross-cultural research is clearly an important appli-

cation of multimethod research in which different

cultures and nationalities constitute the multiple

methods. Here we illustrate two applications of this

cross-cultural approach from our self-concept

research, although we also present other applica-

tions later in the chapter.

Cross-Cultural Evaluations of Self-Concept

Instruments

Strong tests of the cross-cultural generalizability of

responses to self-concept instruments are possible

when responses to the same instrument are col-

lected in different cultures or countries. Critical

design features are the translation of items from the

original language into a different language and

ensuring that the samples from different countries

are appropriately comparable. When parallel data

from multiple countries are available, Byrne (2003)

described the application of multigroup CFA tests

of factorial invariance that can be used to evaluate

the cross-cultural generalizability of self-concept

instruments. In an application of this approach,

Marsh, Tomas-Marco, and Asci (2003) demon-

strated the appropriateness of the Physical Self

Description Questionnaire (PSDQ) for Spanish and

Turkish students, as well as the Australian students

for whom it was originally developed.

Extending this approach, Tomas-Marco,

Gonzalez-Roma, and Marsh (2003) expanded this

multisample CFA approach to incorporate covari-

ance and mean structure in a comparison of

matched responses (in terms of gender and age) by

Spanish and Australian high school students. With

the inclusion of the mean structure, they showed

how this approach was largely analogous to but,

perhaps, more flexible than traditional item

response theory approaches to this problem. The

model of strict factor invariance—invariance of

item factor loadings, intercepts, and uniquenesses—

was supported. Because the PSDQ items did not

show differential item functioning across the Span-

ish and Australian versions, the observed average

scale scores and scale variances could be meaning-

fully compared across groups. A failure of this

model, however, would have suggested that items

had different meaning in each country and, per-

haps, would have invalidated these inference-based

comparisons based on latent factors or scale scores

(also see discussion by Marsh & Grayson, 1994b,

about invariance responses by the same group over

time, rather than different groups).

Cross-Cultural Evaluations of Theoretical

Models: The Internal-External Frame of

Reference

The internal-external frame of reference model

describes a seemingly paradoxical pattern of rela-

tions between math and verbal self-concepts and

corresponding measures of achievement (see Marsh,

1986, 1990c, 1993a; Marsh, Byrne, & Shavelson,

1988; Marsh & Hau, 2003; Marsh, Kong, & Hau,

2001) and why math and verbal self-concepts are
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almost uncorrelated, even though corresponding

areas of academic achievement are substantially cor-

related (typically .5 to .8, depending on how

achievement is measured). According to this model,

academic self-concept in a particular school subject

is formed in relation to two comparison processes

or frames of reference. The first is the external (nor-

mative) reference in which students compare their

self-perceived performances in a particular school

subject with the perceived performances of other

students in the same school subject. It predicts, not

surprisingly, that good math skills lead to higher

math self-concepts and that good verbal skills lead

to higher verbal self-concepts. The second is an

internal (ipsative-like) reference in which students

compare their own performance in one particular

school subject with their own performances in

other school subjects. According to this process,

good math skills should lead to lower verbal self-

concepts (once the positive effects of good verbal

skills are controlled) and good verbal skills should

lead to lower math self-concept.

In a particularly strong test of the cross-cultural

generalizability of predictions from this model,

Marsh and Hau (2004) evaluated responses from

nationally representative samples of 15-year-old stu-

dents from 26 countries who completed common

achievement tests and self-concept surveys. In sup-

port of a priori predictions, (a) math and verbal

achievements were highly correlated, whereas math

and verbal self-concepts were nearly uncorrelated;

and (b) math and verbal achievements each had pos-

itive effects on the matching self-concept domain,

but negative effects on nonmatching domains (e.g.,

verbal achievement had a positive effect on verbal

self-concept but a negative effect on math self-con-

cept). Very demanding tests of invariance that

required all four path coefficients relating the two

achievement test scores to the corresponding self-

concept measures to be the same in each of the 26

countries provided a good fit to the data. Because

there was such good support for predictions based

on the internal-external frame of reference model

and such good support for the generalizability of

these results across the 26 countries, the results

clearly supported the construct validity of the model

and its cross-cultural generalizability.

OTHER APPROACHES USED IN A

MULTIMETHOD PERSPECTIVE TO SELF-

CONCEPT RESEARCH

Multicohort-Multioccasion Designs to
Cross-Validate Developmental Trends
Marsh (1998; also see Baltes & Nesselroade, 1979)

argued that multicohort-multioccasion designs pro-

vide a stronger basis for assessing developmental

self-concept differences than a typical cross-sec-

tional methodology (comparisons of different age

cohorts collected on a single occasion) or a true

longitudinal methodology (comparisons of

responses by a single age cohort collected on multi-

ple occasions). In particular, the juxtaposition of

the age effects based on the (cross-sectional) age

cohort and the true longitudinal comparisons based

on multiple occasions within each age cohort pro-

vide an important multimethod approach to cross-

validating interpretations based on these two

alternative methods of evaluating developmental

trends. Marsh, Craven, and Debus (1998) used a

multicohort-multioccasion design with two waves

of data collected 1 year apart with the same chil-

dren in each of three age cohorts. The contrast

between cross-sectional and true longitudinal com-

parisons provided a much stronger basis for evalu-

ating age-related differences in reliability, stability

over time,'dimensionality, and gender differences.

In another application of this approach, Marsh

(1998) evaluated age and gender effects in 10 phys-

ical self-concept scales for elite athletes and nonath-

letes, based on responses from four high-school-age

cohorts who each completed the same instrument

four times during a 2-year period. Across all 10

physical self-concepts there were substantial differ-

ences because of group (athletes > nonathletes),

gender (males > females), and gender X group inter-

actions (gender differences smaller for athletes than

nonathletes). There were no significant effects of

age cohort (year in school) and only very small

effects of occasions. Thus longitudinal and cross-

sectional comparisons were in agreement showing

that mean levels of physical self-concept were stable

over this potentially volatile adolescent period and

that this stability generalized over gender, age, and

the athlete groups. Wen, Marsh, and Hau (2003)
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extended the analysis of this data to incorporate a

growth modeling approach that provided many

advantages in assessing individual patterns of

growth as well as mean differences averaged across

all individuals within a cohort (e.g., age cohorts) or

groups (e.g., gender or athletic groups).

Anticipating subsequent emphases on latent

growth modeling and the analysis of mean struc-

tures, Marsh and Grayson (1994b) developed pro-

cedures to evaluate invariance of mean structures at

the item level over time. Based on five waves of data

collected over an 8-year period, they showed that

their approach was more flexible than the tradi-

tional repeated measures approach. They also

found, however, a potential lack of invariance at the

item intercept level over time, suggesting that the

meaning of some items may have changed over this

early-adolescent to late-adolescent period and pos-

ing a threat to the interpretation of self-concept

latent means over time. Based on these results they

proposed a hierarchy of invariances and what sub-

stantive interpretations were justified at different

levels of invariance. Although their focus was on

longitudinal data, it could easily be extended to a

multicohort-multioccasion design that combined

cross-sectional and longitudinal approaches. This

combined approach could address, for example, the

issue of whether noninvariance in item intercepts

reflected a developmental shift in the interpreta-

tions of the items or cohort differences in the way

adolescents interpret item wording.

Studies summarized in this section demonstrate

the usefulness of the multicohort-multioccasion

design for cross-validating interpretations based on

cross-sectional and longitudinal methodologies. It is

important to emphasize, however, that this type of

multimethod data opens up rich possibilities for

evaluating a wide range of substantive developmen-

tal issues using a variety of analytic techniques

(e.g., Bijleveld & van der Kamp, 1998; Little, Schn-

abel, & Baumert, 2000).

Reciprocal Effects Model: Causal Ordering

of Academic Self-Concept and

Achievement

A critical question in self-concept research is the

causal ordering of academic self-concept and

achievement. Self-concept researchers (e.g., Byrne,

1996; Marsh, 1990c, 1993a; Marsh, Byrne, &

Yeung, 1999) have attempted to resolve the theoret-

ical "chicken-egg" debate about whether academic

self-concept "causes" academic achievement or

achievement "causes" academic self-concept. Byrne

(1996) noted that much of the interest in the self-

concept-achievement relation stemmed from the

belief that academic self-concept has motivational

properties that affect subsequent academic achieve-

ment. Calsyn and Kenny (1977) contrasted self-

enhancement (self-concept causes-achievement)

and skill development (achievement causes self-

concept) models of the self-concept-achievement

relation. Largely because of limitations in statistical

techniques used prior to the 1980s to test causal

models, researchers typically argued for "either-or"

conclusions. In critiques of this research, Marsh

(1990a, 1990c, 1993a; also see Marsh et al., 1999)

argued that much of this research was methodologi-

cally unsound and inconsistent with the academic

self-concept theory. He emphasized that it was

widely accepted that prior academic achievement

was one determinant of academic self-concept so

that the critical question was whether there also

existed a causal link from prior academic self-con-

cept to subsequent achievement. The statistical sig-

nificance and size of this path was of critical

importance whether or not it was larger than the

path from prior academic achievement to subse-

quent academic self-concept. Marsh further argued

that a more realistic compromise between the self-

enhancement and skill-development models was a

"reciprocal effects model" in which prior self-con-

cept affects subsequent achievement and prior

achievement affects subsequent self-concept.

Marsh (1990a) tested the causal ordering of aca-

demic self-concept and academic achievement with

four waves of data (last 3 years of high school and 1

year after high school graduation) based on stan-

dardized test scores, school grades, and academic

self-concept. He found support for reciprocal effects

in which the largest paths were from prior academic

self-concept to subsequent school grades. In a

recent review of research in this area, Marsh et al.

(1999) summarized clear support for a reciprocal

effects model from a range of different studies.
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Recent research demonstrated that this support for

the reciprocal effects model generalized to different

cultural-national settings in a large nationally rep-

resentative sample of Hong Kong students (Marsh,

Hau, & Kong, 2002) and large samples of East and

West German students at the time of the fall of the

Berlin Wall (Marsh, Roller, & Baumert, 2001).

Marsh et al. (1999) concluded that there was

insufficient research evaluating developmental

trends in causal modeling research. To address this

issue, Guay, Marsh, and Boivin (2003) extended

this research to evaluate developmental trends in a

multicohort-multioccasion design for responses by

students in Grades 2, 3, and 4 (i.e., three age

cohorts, each with three measurement occasions—

see discussion of multicohort-multioccasion

designs). The structural equation model for the

total sample supported a reciprocal effects model

for the first two waves of data (paths leading from

prior self-concept to subsequent achievement and

from prior achievement to subsequent self-concept)

and a self-enhancement effect (paths leading from

prior self-concept to subsequent achievement)

between the second and the third waves. This pat-

tern was replicated in tests of the invariance of the

structural equation model across the three age

cohorts, demonstrating support for the generaliz-

ability of the reciprocal effects models across these

preadolescent ages. In addition to critical substan-

tive implications, this research demonstrated the

strength of a multimethod approach in disentan-

gling the reciprocal effects of different constructs.

Multilevel Analysis to Evaluate Cross-

Level Relations in the Big-Fish-Little-Pond

Effect (BFLPE)

Does attending schools with exceptionally bright stu-

dents increase or decrease academic self-concept? Do

the effects of these academically selective schools vary

for students differing in academic ability? In this sec-

tion we describe multilevel modeling approaches to

evaluate these issues. In most studies conducted in

school settings, individual student characteristics and

those associated with groups (day-care centers, class-

rooms, schools, etc.) are confounded because groups

are typically not established according to random

assignment. Students within the same group are typi-

cally more similar to other students in the same group

than they are to students in other groups. Even when

students are initially assigned at random, they tend to

become more similar to each other over time. Fur-

thermore, the apparently same variable may have a

very different meaning when measured at different

levels. For example, Marsh's (1987, 1991; Marsh,

Chessor, Craven, & Roche, 1995; Marsh & Parker,

1984) research into the BFLPE research suggests that

a measure of ability at the student level provides an

indicator of a student attribute, whereas school-aver-

age ability at the school level becomes a proxy meas-

ure of a school's normative environment. Thus, the

average ability of a school has an effect on student

self-concept above and beyond the effect of the indi-

vidual student's ability. Multilevel modeling is

designed to resolve the confounding of these two

effects by facilitating a decomposition of any observed

relationship among variables, such as self-concept and

ability, into separate within-school and between-

school components (see Goldstein, 1995; Rauden-

bush & Bryk, 2002; Snijders & Bosker, 1999).

In the theoretical model underlying the BFLPE

(Marsh & Parker, 1984), it is hypothesized that stu-

dents compare their own academic ability with the

academic abilities of their peers and use this social

comparison impression as one basis for forming

their own academic self-concept. A negative BFLPE

occurs when equally able students have lower aca-

demic self-concepts when they compare themselves

to more-able classmates, and higher academic self-

concepts when they compare themselves with less-

able classmates. In support of this theoretical

model, Marsh and Craven (2003) summarized

results from a diverse range of studies using differ-

ent samples and methodological approaches show-

ing that (a) educationally disadvantaged students

have higher academic self-concepts in special edu-

cation classes than in regular mixed-ability (main-

streamed) classes, whereas (b) academically gifted

students have higher academic self-concepts in reg-

ular, mixed-ability classes than in specialized educa-

tion settings for gifted students. Hence, academic

achievement measured at the individual child level

has a positive effect on academic self-concept (i.e.,
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one's own high levels of individual achievement

lead to high self-concept), whereas the academic

achievement measured at the group level has a neg-

ative effect (i.e., high average school achievement

leads to low self-concept).

Marsh, Roller, and Baumert (2001) evaluated pre-

dictions from the BFLPE for East and West German

students at the time of the fall of the Berlin Wall.

Multilevel longitudinal data (2,778 students, 161

classes) from large cohorts of seventh-grade East and

West German students were collected at the start of

the reunification of the school systems. Multilevel

modeling demonstrated a negative BFLPE; attending

classes where class-average achievement was higher

led to lower academic self-concepts. West German

students had attended schools that were highly strat-

ified in relation to ability before and after the reunifi-

cation, whereas East German students first attended

selective schools after the reunification. Consistent

with theoretical predictions based on this difference,

the negative BFLPE—the negative effect of class-

average achievement—was more negative in West

German schools at the start of the reunification. This

difference, however, was smaller by the middle of the

year and had disappeared by the end of the first

postreunification school year. Whereas East and West

German results both supported the negative BFLPE,

their differences supported theoretical predictions,

extended theory, and demonstrated how changes in

school policy influence the formation of academic

self-concept.

Marsh, Kong, and Hau (2000) conducted longitu-

dinal multilevel path models (7,997 students, 44

high schools, 4 years) to evaluate the effects of

school-average achievement and perceived school

status on academic self-concept in Hong Kong. Con-

sistent with a priori predictions based on the BFLPE,

higher school-average achievements led to lower aca-

demic self-concepts (contrast effects) and to higher

perceived school status that had a counterbalancing

positive effect on self-concept (reflected glory, assimi-

lation effects). Hence, attending a school where

school-average achievement was high simultaneously

resulted in a more demanding basis of comparison

for one's own accomplishments (the stronger, nega-

tive contrast effect) and a source of pride (the

weaker, positive reflected glory effect). In support of

the typically negative effect of school-average ability,

the net effect of these two counterbalancing

processes (a larger negative contrast effect and a

smaller positive assimilation effect) was negative.

Marsh and Hau (2003) conducted the most

comprehensive cross-cultural study of the BFLPE,

based on nationally representative samples of

approximately 4,000, 15-year-olds from each of 26

countries (103,558 students, 3,848 schools, 26

countries), who completed the same self-concept

instrument and achievement tests. Consistent with

the BFLPE, the effects of school-average achieve-

ment were negative in all 26 countries (M = -.20,

SD = .08). Results of their three-level multilevel

model (Level 1 = students, Level 2 = schools, Level

3 = country) indicated that the effects of individual

achievement were positive (linear term = .384,

quadratic term = .069), whereas the effects of

school-average achievement—the BFLPE—were

negative (-.206). The interaction between individ-

ual student achievement and school-average

achievement was not significant, indicating that the

negative effect of school-average achievement was

consistent across the range of student achievement

levels. Variation in the school-average achievement

effect (.007) was small, but highly significant—

indicating that there was statistically significant

variation from country to country in the size of the

BFLPE. In separate analyses of each of the 26 coun-

tries, the BFLPE was significantly negative in 24 of

26 countries (-.02 to -.36). In each of the 26 coun-

tries, the effect of individual achievement on aca-

demic self-concept was significantly positive (.14 to

.63; M = .38, SD = .11). The averages across results

from the separate two-level models for each of the

26 countries agreed closely with those from the

three-level analyses for the total group. Support for

the generalizability of the BFLPE across countries

suggested that the social comparison processes

leading to the BFLPE may approach what Segall et

al. (1998, p. 1102) refer to as a "nearly universal

psychology, one that has pan-human validity"—one

goal of cross-cultural research.

Multilevel modeling demonstrated here is

important because the juxtaposition between the
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effects of individual achievement and class- or

school-average achievement is inherently a multi-

level problem so that any attempt to model the data

at a single level is likely to cause problems.

Whereas multilevel modeling is clearly relevant for

BFLPE studies, it is also relevant in nearly all

research in which individuals are clustered into

classes (or other groups). Indeed, it can be argued

that nearly all educational psychology research and

psychological research more generally could benefit

by taking a multilevel perspective, recognizing that

social phenomena mostly occur in groups that are

not formed randomly and that group members tend

to become more similar as they interact with each

other. By simultaneously considering data from

multiple levels, the researcher opens up new sub-

stantive issues related to group-level variables and

their interaction with individual-level variables that

are typically ignored in studies of individuals.

SOME BROADER PERSPECTIVES OF THE

MULTIMETHOD APPROACH

In this final section we discuss three more expansive

views of the multimethod approach: Complementary

qualitative methods, multiple research teams, and

meta-analysis. These broader perspectives point to

ways to move beyond the use of multiple quantita-

tive approaches discussed in this volume to other

ways of designing multimethod research.

Complementary Qualitative Methods
Thus far we have described diverse quantitative

methods that have been highly effective in address-

ing key issues relevant to the self-concept and

which have been critical to the conduct of our over-

all research program. However, we have not yet

addressed the potentially illuminating role of quali-

tative methods in combination with quantitative

research. We argue that qualitative methods provide

complementary, nonoverlapping advantages beyond

those that quantitative methods can provide (and

vice versa). Tracey, Marsh, and Craven (2003)

demonstrate this complementarity in illuminating,

conceptualizing, extending, and clarifying quantita-

tive findings in research into inclusion and segrega-

tion of students with mild intellectual disabilities.

Moreover, through follow-up qualitative work it

was possible to refine existing theory and inform

current practices relevant to student intellectual

disabilities.

Tracey et al. (2003) contrasted two competing

perspectives—labeling theory and the BFLPE based

on social comparison theory—on the impacts of

separation from or inclusion in regular classes.

Labeling theory suggests that placing these students

in special classes with other students with disabili-

ties will lead to lower self-concepts, whereas the

BFLPE (see earlier discussion) predicts that this

same placement will enhance the self-concepts of

students with disabilities. Tracey et al. (2003) eval-

uated the impact of educational placement in regu-

lar classes and special education classes on the

self-concepts, using a combination of cross-sec-

tional and longitudinal studies based on both quan-

titative and qualitative data. Their path models

showed that students with mild intellectual disabil-

ity placed in a special class reported significantly

higher peer relationships, reading, mathematics,

general school, and general self-concept factors

than students with mild intellectual disability

placed in regular classes. Whereas the negative

effect of inclusion into regular classes was predicted

a priori for the academic and self-esteem self-con-

cept scales, the negative effect on peer self-concepts

was, perhaps, unexpected. Taken together, these

findings supported the BFLPE and contradicted

labeling theory (and current policy practice in

many countries).

In the qualitative component of this research,

interviews were conducted with students from both

regular and special classes who had a mild intellec-

tual disability. The aim of the qualitative phase was

to determine key themes that underpinned the

quantitative findings and to explore how, through

children's eyes, the BFLPE was "played out" in their

lives. Whereas the quantitative findings showed that

BFLPEs were relevant to students with mild intel-

lectual disabilities, the aim of the qualitative data

was to show how BFLPEs were manifested. Through

a process of "pattern coding" (Miles & Huberman,
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1994), four broad themes or constructs emerged.

Particularly relevant was the theme of peer relation-

ships. Interestingly, students in regular and special

classes both experienced negative peer relation-

ships, but the sources of those difficulties were dif-

ferent. Students in regular classes reported negative

social interactions with students within their own

class as well as those from other classes, whereas

students in special classes reported negative interac-

tions with students from other classes. These data

suggested that students with mild intellectual dis-

ability in special classes had their own class as a

safe haven, whereas students with mild intellectual

disability in regular classes did not feel acceptance

in any context.

These qualitative findings supported quantitative

findings, but the qualitative data provided insights

not gained through the quantitative phase. In par-

ticular, the qualitative results offered an explanation

of why placement in regular classes (inclusion) had

negative effects on peer self-concept and informed

the nature of stigmatization in regular and special-

class settings. More generally, the study demon-

strates how multimethod research in the form of

qualitative-quantitative synergies can contribute

insights to interpretation that might not be possible

through the application of either research method-

ology in isolation.

Multiple Research Teams as Multiple Methods

Particularly in the heyday of all-encompassing

learning theories, it was common for competing

research teams to challenge each other's work. Stud-

ies by one team would be critiqued, reanalyzed,

replicated, or extended by another research team to

evaluate predictions based on competing theoretical

perspectives. This multimethod approach has also

been evident in our self-concept research, in which

colleagues have challenged our conclusions or we

challenged the conclusions of others: Marsh and

Yeung's (2001) reanalysis of Bong's earlier research

challenged her interpretation of the internal-

external frame of reference model; Marsh, Byrne,

and Shavelson's (1988) reanalysis of Byrne and

Shavelson's research clarified the multidimensional

nature of self-concept; Marsh, Walker, and Debus

(1991) demonstrated how frame of reference has

different effects on self-concept and self-efficacy

in response to Skaalvik's failure to replicate the

internal-external frame of reference effect; Marsh,

Roche, Pajares, and Miller (1997) clarified method-

ological issues in Pajares' self-efficacy research;

Marsh, Plucker, and Stocking's (2001) reanalysis of

Plucker's earlier research demonstrated that the

SDQII worked well with gifted students; Marsh and

Craven (1998) pointed out methodological prob-

lems and logical inconsistencies in Gross's rebuttal

of the BFLPE for gifted students; Marsh (1993c)

began an ongoing debate and dialogue with Pelham

about the role of importance, certainty, and ideals in

moderating or mediating relations between specific

components of self-concept and global measures of

self-esteem; Marsh and Rowe's (1996) reanalysis of

Rowe's earlier research clarified the effects of single-

sex versus coeducational math classes; and Marsh,

Byrne, and Yeung's (1999) reanalysis of Byrne's clas-

sic causal-ordering study established new criteria

for this research paradigm. Interestingly, most of

these reanalyses, critiques, extensions, and ongoing

dialogues involved such constructive interaction

between research teams that initial differences were

substantially resolved in subsequent publications,

frequently co-authored by the so-called competing

researchers. Although apparently less common,

constructive dialogues and even rebuttals between

different researchers are a potentially important

application of the multimethod perspective in

which the multiple methods are the researchers

themselves.

Using Meta-Analysis to Compare and
Integrate Multimethod Research
A critical challenge in the systematic evaluation of

multimethod research is how to compare and inte-

grate results from multiple studies that use different

outcome measures, different research designs, dif-

ferent samples, different methodologies, and differ-

ent statistical analyses. An important limitation to

the multimethod approach is that an individual

study or even a research program is typically too

narrow in focus to take full advantage of the multi-

method approach. Hence, the potential value of the
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multimethod approach may require the researchers

to compare and integrate the results from a large

number of different studies. Although not tradition-

ally viewed as a multimethod analysis, meta-analy-

sis provides a framework for this task. Whereas the

focus of meta-analysis historically has been on the

synthesis of research, more recent research has

focused on the identification of different method-

ological aspects of research that have a substantial

influence on the results. Thus, for example, there is

often an overly simplistic attempt to reduce the

findings to a single outcome variable per study.

Although greatly simplifying the statistical analyses,

this approach ignores potentially important differ-

ences associated with specific outcomes. Becker

(2000) reviewed different approaches to this prob-

lem (e.g., treating each outcome as independent,

combining outcomes into a single score, creating

independent data sets), but recommended new

approaches that require researchers to model the

dependency of multiple outcomes using multivari-

ate statistical techniques such as the multilevel

modeling approach outlined by Raudenbush and

Bryk (2002). In summary, meta-analysis offers the

multimethod analyst access to a wide variety of dif-

ferent studies that span an entire research literature

rather than the limited number of multiple methods

that can be incorporated into a single study.

CONCLUSION

Multimethod research is a systematic, natural

extension of the construct validity approach that

has been an explicit basis of our self-concept

research program and is implicit in most psycholog-

ical research. Much of the logic from this multi-

method perspective is derived from Campbell and

Fiske's heuristic development of MTMM analyses

and the many advances in this approach to con-

struct validation. The essence of the construct

validity approach is to look for areas of convergence

and nonconvergence in measures of the same con-

struct across multiple methods. At the microlevel,

the multiple "methods" might be different items

used to infer the same latent construct. At an inter-

mediate level of abstraction, the multiple methods

might be different instruments designed to measure

parallel or overlapping constructs or responses from

different types of informants making self-ratings

about themselves or ratings of others. At a higher

level of abstraction the multiple methods might be

different constructs that are posited to be related or

fundamentally different research methodologies

(e.g., qualitative and quantitative studies). In our

research we have expanded this notion of multiple

perspectives to include multilevel modeling to eval-

uate the extent of generalizability for example,

across different schools and across whole countries.

We have also viewed cross-cultural research as

another application of multimethod research in

which the multiple nationalities or cultures are seen

as multiple methods to test the generalizability of

our measures, empirical results, and theoretical pre-

dictions. Whereas this diversity of multimethod

applications is not easily encapsulated into a neat

multimethod taxonomy, the essence of the approach

is to interrogate psychological research findings

from multiple perspectives—multiple indicators,

multiple outcomes, multiple independent variables,

multiple methodologies, multiple analytical

approaches, and multiple settings. The extent to

which these multiple perspectives are incorporated

into research designs impacts substantially on the

construct validity of the results and the confidence

with which conclusions can be generalized.
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THE FINALE: TAKE-HOME MESSAGES

FROM THE EDITORS

Ed Diener and Michael Eid

The chapters in this volume have exceeded our

expectations—we have learned much and hope that

readers have, too. The chapters on specific domains

of psychology are excellent, and the chapters on

specific methods are superb. Further, the articles

devoted to new statistical approaches for measure-

ment are cutting edge and can help most

researchers catch up with the field. In what follows,

we outline several of the major points we take from

this volume.

MULTIPLE OPERATIONS SHOULD REIGN

A message in several chapters of this volume is that

investigators often have become discouraged with

using multiple methods because such measures often

do not converge, with measures of the same con-

structs correlating at low levels with each other and

varying in different patterns with external variables.

Burns and Haynes (chap. 27, this volume) found that

many measures contain more source than trait vari-

ance. Indeed, Roberts et al. (chap. 22, this volume)

find the lack of convergence between measures to be

so discouraging that they suggest that multiple meas-

ures have been oversold, and that perhaps we do not

need to use them. If one examines the multimeasure

studies that exist in the literature, it is clear that

measures of the same constructs based on different

methods often correlate at disappointing levels. Only

when measures depend on the same method do they

sometimes correlate at moderate to strong levels.

Why, then, do we persist in our insistence that multi-

ple measures are crucial for scientific advances?

One reason, discussed later, for the centrality of

multiple measures in our thinking is that every meas-

urement method, even the best ones, possesses sub-

stantial shortcomings and limitations. Thus, by using

different methods with different limitations,

researchers can eliminate specific artifacts from their

conclusions because the artifacts are unlikely to influ-

ence all the diverse measures they use. Another rea-

son to use multiple measures is that one can better

estimate the underlying construct by using several

measures, each of which is influenced by that con-

struct but also by other factors as well. For example,

if we measure altruism by asking people to donate

their plasma to the blood drive, we have a measure

that is influenced by altruism, but also influenced by

curiosity and interest in medicine, by having a hemo-

philiac in one's family, and by one's past medical

experiences. If, however, we obtain several additional

and different measures of altruism, such as helping a

person who has dropped her books, donating money

to a child welfare fund, and volunteering to work on

a Walkathon to collect money for AIDS research, we

hope that this aggregate of measures represents the

latent construct of altruism. Ahadi and Diener (1989)

made this point over a decade ago—that no single

behavior ever represents the influence of a single con-

struct—and Schmitt (chap. 2, this volume) forcefully

makes this point again.

But what of the fear that our measures will not

converge and may even show different patterns

with external variables? Our answer is that this can

be discouraging at first, but it can be an excellent

aid to scientific insight. In this situation we will
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realize that our concept might be overly simple, or

that our measures might be contaminated. Lack of

convergence can be disheartening at first, but can

represent a wonderful opportunity for scientific

progress. Let us examine several examples. Imagine

that we measure well-being through people's global

reports of their happiness, as well as through the

reports of friends, and with an experience-sampling

measure in which people report their moods at ran-

dom moments over 2 weeks. Imagine, too, that we

want to determine whether our respondents are

happier if they obtain more physical exercise. The

outcomes of this study might discourage the inves-

tigator because the three types of measures correlate

with each other only .30, and only the experience-

sampling measure shows a correlation with exer-

cise. At this point the researcher is likely to wish

that two of the measures would just disappear. But

what we have here is an opportunity to understand

something about the well-being measures, as well

as the way in which exercise might influence well-

being. For example, perhaps exercise influences

mood in the short term, but not long term, and the

informant and global reports are not sensitive

enough to pick up this effect. However, the inform-

ant reports might correlate more highly with job

performance than the other two measures because

they represent how happy the person appears to

others. Finally, the global reports of happiness

might represent a person's self-concept to a greater

degree than the other two measures, and therefore

be able to best predict certain long-term choices the

person makes. It might take the investigator several

more studies to understand this pattern, but think

what has been gained—the realization and under-

standing that happiness is not a monolithic con-

cept, and that different measures capture specific

aspects of it.

Let us examine yet another example, this one on

heritability. Imagine a researcher who locates a large

number of young adult twins who were separated at

birth, with both monozygotic and dizygotic twins

in the sample. Also suppose that the researcher

would like to estimate the heritability of extraver-

sion and does so by administering to all twins a

self-report extraversion questionnaire. However, if a

heritability of .45 is found for the trait, based on

the relative size of correlations for the two types of

twins, what does the coefficient mean? It could be

that extraversion is heritable at .45, but this coeffi-

cient could be contaminated by the heritability of

response predispositions such as conformity, num-

ber-use tendencies such as avoiding extreme

answers, or inherited dispositions related to mem-

ory recall. Without other types of extraversion

measures, it is impossible to conclude much about

the heritability of extraversion per se. Adding other

measurement methods such as informant reports of

extraversion (Eid, Riemann, Angleitner, & Borke-

nau, 2003) can help the researcher—either by con-

verging with the self-report measures, and thus

giving strength to the conclusions, or by diverging

and thereby showing that the measures reflect influ-

ences in addition to extraversion per se. If

researchers begin to take a longer-term perspective

on their research beyond the findings of single stud-

ies, it is evident that the use of multiple measures is

likely to enormously aid scientific understanding.

As Cronbach (1995, p. 145) stressed, method

variance is not "the serpent in the psychologist's

Eden" but a topic of constructive and theory-driven

research. The explanation of method effects can

enhance validity by suppressing method-specific

variance and by detecting moderator variables that

might at least guarantee the validity of the scale for

a subgroup of individuals. Eid, Schneider, and

Schwenkmezger (1999) have shown how the

knowledge of the causes of method effects can be

used to pinpoint suppressor variables in a multi-

method study to enhance validity. They repeatedly

assessed mood states and the perceived deviation of

mood states from the habitual mood level (Do you

feel better or worse than you generally feel?) after

the same lecture. Moreover, they asked individuals

to judge their general mood level. They found a

high but imperfect correlation between two meth-

ods measuring the general mood level (mean of

repeatedly mood states versus judgments of one's

general mood). One possible explanation of this

imperfect association was the hypothesis that the

situation after a lecture was not representative for

one's life, and that therefore the aggregated states

were composed of two parts—one being representa-

tive for one's life in general and one indicating a
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systematic deviation of one's mood after the lecture

from one's general mood level. Indeed, there was

stability in the deviation scores, showing that indi-

viduals had a tendency to generally feel better or

worse after the same lecture. This general deviation

variable was uncorrelated with the global trait

assessment but highly correlated with the aggre-

gated states. This indicates that the general mood

deviation score can be used as a suppressor variable

to suppress the variance in the aggregated state

scores that was atypical for one's life in general and

only typical for the lecture situation. Consequently,

using this suppressor variable significantly

increased the convergent validity coefficient for the

two methods measuring a mood trait (aggregated

states versus a global judgment). Hence, suppress-

ing method-specific variance can help to establish

higher convergent validity.

A deeper understanding of method effects can

also result in the conclusion that there might be

convergent validity for some subgroups but not for

others (differential convergent validity). Miller and

Cardy (2000), for example, found higher conver-

gence of self- and other reported performance

appraisals for low self-monitors than for high self-

monitors. Again, theoretical predictions from theo-

ries of self-monitoring could enhance our

understanding of method effects and could be used

to detect differential validity.

RESEARCHERS NEED TO LEARN ABOUT

THE NEW METHODS

In this volume a number of relatively new methods

are described, such as computer-based testing and

the experience-sampling method. Other methodolo-

gies such as the implicit reaction time method of

assessing memory network relationships and the

use of the Web to collect data are promising as well.

We would like to encourage researchers to continue

to scan the horizon for new methods that they can

use in their studies. It is not that we should adopt

new methods uncritically, or that new methods are

necessarily superior. However, researchers do run a

danger when they get locked into the use of a single

method and use it repeatedly over years of study.

The findings become restricted to a single paradigm

and type of measure, and often researchers cannot

see the broader picture. Thus, examining and trying

new methods goes along with the point we made

earlier—it is important to use more than one meas-

urement method—and sometimes it is worth trying

novel methods.

ALL MEASURES HAVE SHORTCOMINGS

Part of the motivation to use multiple methods

comes when a researcher realizes that his or her

measures are imperfect. At times researchers do not

think about their measures, but simply take them

on faith in an unquestioning way because they have

face validity and other researchers use the same

methods. At other times scientists use only one

method because they adopt an ideology that asserts

that a particular methodology is superior to all the

others. Both are shortsighted beliefs because they

fail to recognize that each and every type of meas-

ure has limitations.

Certain ideologies claim that measures within

their tradition are superior to other types of meas-

ures, which are flawed. For example, many behav-

iorists claimed that behavioral observation was the

only method for understanding psychological phe-

nomena, and other types of measures such as self-

reports, biological assays, or projective techniques

were badly flawed. Similarly, some researchers with

a reductionistic worldview claim that biological

measures, for example brain imaging and measures

of hormones, are the only measures that are likely

to advance science. These views are dangerous for

several reasons. First, they fail to recognize that the

biological and behavioral methods, although they

might be more objective in some ways, have limita-

tions and shortcomings. Measures of hormones, for

example, can be influenced by extraneous factors

such as time of day and the medications a partici-

pant is ingesting, and often the hormones do not

map directly onto psychological constructs. Fur-

thermore, the biological measures are given mean-

ing in reference to other measures, such as

self-reports or behavioral observations. When one

delves into any biological measure, it becomes evi-

dent that the meaning of the measure can be com-

plex and can be confounded by a host of artifacts.
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Some scientists believe that only observable physi-

cal behavior should be studied. But behavioral obser-

vations can be contaminated by reactivity and by the

perceptions of the coders. Furthermore, the behavior

being coded will represent only one example of the

construct in question and is likely to be influenced by

factors other than the underlying construct. Thus,

even though biological and behavioral observation

measures can be valuable in our understanding, and

certainly ought to be included in more investigations,

these measures have flaws just as do self-reports,

informant reports, and other "softer" measures.

SELF-REPORT METHODS NEED TO BE

SUPPLEMENTED WITH OTHER METHODS

Some fields in the behavioral sciences rely almost

exclusively on global self-report surveys of respon-

dents. Skeptics point to instances where self-report

instruments have gone wrong and decry the numer-

ous studies in which a bevy of self-report scales are

merely correlated with one another. The proponents

of the self-report technique cite the validity of self-

report measures in some studies, as well as the

virtue that people themselves often know informa-

tion that cannot be obtained by other methods.

Both views are correct—the measures are flawed

and also have utility—meaning that self-report

measures should be used in many studies, but must

be supplemented with other types of measures.

An example of self-reports of grades, weight, and

height, from a study conducted in Ed Diener's labo-

ratory by Frank Fujita and Heidi Smith, is illustra-

tive of the strengths and weaknesses of the method.

We asked a group of 222 undergraduate respon-

dents for their height in inches, their weight in

pounds, and their grade-point averages at the uni-

versity. They did not know that we would also

acquire external objective measures of these vari-

ables—from a measuring tape, a balance scale, and

their college transcripts—and correlate the two

types of measures. How accurate were people?

Respondents overestimated their height by 1.36

inches on average and their grades by .58 points on

a 4.0 scale and underestimated their weight by 6.5

pounds. The correlations between the self-reported

score and the objective indicators were extremely

high for height, r = .96, and weight, r = .94, and

moderate for grades, r = .41. Note that although the

weight correlation is extremely high, most people

underestimated their weight. Furthermore, the self-

reported weight, despite its accuracy at the level of

the cross-person correlation, was far off the mark

for some subjects. Eight respondents out of the 146

for whom we had objective weight data underesti-

mated their weight by more than 20 pounds! One

respondent overestimated his height by 7 inches,

and there were 11 individuals out of 197 who over-

estimated their grade-point average by 1.5 points or

more, over a third of the full range of the grade

scale going from 0 to 4.0! Two subjects misreported

their grades by more than 2 points, equivalent to

reporting an A average when one's grades are really

Cs. Thus, the degree of accuracy appears to be rela-

tively high when examining the correlations, but

not so high when examining absolute accuracy or

the accuracy of specific individuals.

Another interesting finding is that the underesti-

mations and overestimations across the three

domains were not correlated significantly with one

another—the Pearson correlations ranged from .05

to . 11 between the three misreporting scores. In

addition, none of the three misreporting scores came

even close to correlating significantly with scales of

social desirability such as the Crowne-Marlowe, the

Balanced Inventory of Desirable Responding scales,

or the Edwards Social Desirability Scale (see Paul-

hus, 1991, for a review of these scales), with correla-

tions ranging from -.02 to .13. Because the different

misreporting scores did not correlate with each

other, it is not surprising that they did not correlate

with the social desirability scales either, suggesting

that misreporting might be particular to the domain

and situation rather than a general characteristic.

The best predictor of the accuracy of grade estima-

tion was having a high GPA, r = .67. In other words,

people with high grades misreported their grades

less than did people with low grades.

The lessons from Fujita's study are manifold.

First, whether self-reports are considered accurate or

inaccurate will depend on the self-report content

(height was more accurately reported than grades),

on the purposes of the study (e.g., whether one

needs a precise measure or only a general estimate),
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and on whether one needs an absolute measure or a

relative measure. Another clear lesson is .that just

because there are high correlations between self-

report and objective measures, even in the .90s, does

not mean that the score is necessarily accurate for all

purposes or for all individuals. Because the weight of

college students shows large variations between indi-

viduals (from 99 to 233 pounds in our sample), even

misestimates of 20 pounds might not result in a low

correlation between the self-report and the objective

measure, because the correlation is influenced by the

variability of scores between individuals. Further-

more, a consistent tendency toward underestimation

might leave a large correlation between the two

scores intact. Nonetheless, underestimations of

weight by over 25 pounds could be extremely impor-

tant in many situations (think of the wedding dress

that is 25 pounds too small). Furthermore, people's

degree of exaggeration is inconsistent from one

domain to another and is not necessarily predicted

by scales of social desirability. We can take from this

study that self-reports can be accurate or inaccurate,

depending on the researcher's domain and purpose,

and that much can be learned from augmenting self-

reports with other types of data.

We extensively use self-report data in our own

research and yet warn readers that additional forms

of measurement are almost always desirable when it

is possible to obtain them. Of course the validity of

self-report is not an either-or question, because the

validity is likely to vary across domains and across

the question of "Validity for what?" We know from

the work of Schwarz and Strack (1999) and others

that self-report is not a simple process in which

respondents generate a simple answer to a unitary

question; rather, self-report involves complex infer-

ences and mental processes. The point we will

make later is that self-report responses, like the

responses to all measures, need to be embedded in

the theory so that it includes predictions of how the

self-reports are generated.

THERE ARE DRAMATIC ADVANCES IN THE

STATISTICS OF MEASUREMENT

Most researchers were exposed to classical test the-

ory during their training and so understand meas-

ures in terms of ideas related to reliability and

validity. Oftentimes they have memorized some

types of reliability and several types of validity. This

simple approach to measurement can aid an investi-

gator to proceed with his or her work, but is woe-

fully inadequate compared to the psychometric

sophistication we now possess. Some investigators

have also been exposed to generalizability theory,

and a few understand the triangles in Campbell and

Fiske's (1959) multitrait-multimethod matrix. Our

hope is that this volume has exposed readers to a

deeper understanding of measurement that they can

apply in their own research. A reader of this volume

might no longer ask whether a test is valid, but will

ask whether it is valid for certain purposes, and

how a measure triangulates with other measures of

the same supposed construct.

The statistics for analyzing the psychometric

properties of our measures have gone beyond sim-

ple zero-order correlations coefficients. Modern sta-

tistical approaches can be used to model

method-specific influences that correspond to theo-

retical assumptions about method effects. Data-ana-

lytic approaches such as loglinear modeling, item

response theory, multilevel modeling, and models of

generalizability theory, as well as structural equa-

tion modeling, enable researches to test hypotheses

about the sources and generalizability of method

effects in an appropriate way. Moreover, latent vari-

able approaches allow us to separate unsystematic

measurement error from systematic method-specific

effects and to measure latent variables that can be

related to other variables to explain trait and

method effects.

MULTIPLE METHODS, NOT JUST

MEASURES

Several authors in this volume argue that the need

for multiple methods can be extended in new direc-

tions. Although some are despairing of multiple

methods of measurement because of their frequent

lack of convergence, others call for more applica-

tions of the basic idea of multiple methods. Miner

and Hulin, in their chapter (chap. 29, this volume)

on organizational research, call for a longitudinal

dimension, with sampling over time, as a type of
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multimethod, and Marsh, Martin, and Hau (chap.

30, this volume) make a similar argument for cross-

cultural measurement as a type of multiple method.

Burns and Haynes (chap. 27, this volume) extend

multiple method measurement to include more

dimensions, including not only the method of meas-

urement, but also including dimensions, facets, set-

tings, modes, and occasions. In addition, multiple

methods can be extended to experimentation, where

multiple treatments and control groups can allow

researchers to gain greater insight into the causal

mechanisms in any given area (Smith & Harris,

chap. 26, this volume). We welcome these exten-

sions of multiple operations and yet want to remind

readers that many of the same issues will apply to

them as apply to multiple measures.

When using multiple occasions, experimental

manipulations, organizations, cultures, and so forth,

researchers need to be prepared for the fact that

there might only be modest convergence between

them. Just as with multiple measures, it is a relief

when other types of multiple methods produce sim-

ilar conclusions. But one should not despair if this

is not the case—as long as one is patient and

understands that scientific progress takes time.

Much can be learned when different cultural pat-

terns are pursued in further research, when a pat-

tern is sought in longitudinal differences, or when

experimental manipulations of supposedly the same

construct lead to different outcomes. Indeed, we

would argue that it is in these circumstances, just

when researchers sometimes give up in despair, that

the conditions are right for important advances in

science. If the researcher persists, he or she is likely

to discover interesting points in nature, where a

construct is really two distinct concepts or where

the effects of a variable depend on the context.

Thus, multiple methods are likely to lead to a more

complex and sophisticated science.

THEORIES SHOULD INCLUDE

MEASUREMENT AS A CORE ELEMENT

Because measures often converge only at modest

levels unless they are very similar instruments

using the same method, many researchers have

despaired of multimethod measurement. Rather

than despair, we counsel that researchers must

begin to integrate measurement into their theories.

Different methods of measuring the same supposed

underlying construct, in fact, often measure some-

what different phenomena, different aspects of a

construct. For example, fear is a general concept,

but biological measures, labeling of the emotion,

and behavior are likely to be only loosely coupled,

as Larsen and Prizmic-Larsen (chap. 23, this vol-

ume) indicate. These authors concede that different

methods often converge only modestly and point to

studies such as Nesse et al.'s (1985), which found

that nine measures of distress correlated at rela-

tively low levels with each other. However, Schmitt

(chap. 2, this volume) as well as Larsen and

Prizmic-Larsen suggest that different methods may

in fact be measuring different concepts, which are

in turn related at a higher-order level in more

abstract constructs. For this reason, researchers

need to be very clear how various types of measures

fit together theoretically and not simply correlate

them or derive latent variables from them. Because

different methods very often measure somewhat dif-

ferent concepts rather than the same underlying

construct, the idea that there are multiple methods

measuring the same concept is likely in most

instances to be faulty. The way out of this impasse

is to integrate measurement into our theories. The

search for the perfect multitrait-multimethod

matrix has been elusive because of the mistaken

assumption that different methods of a concept will

necessarily be measuring the same underlying

entity. We believe that they often measure different

entities or aspects of a phenomenon, and that the-

ory is needed to explain how these different compo-

nents fit into a higher-order more abstract

construct.

Theory is also needed to determine whether a

researcher has more than one method. For example,

are informant reports by family members versus by

friends one method or two? Are the reports of the

mother and father one method or two? One

approach to methods has been to envision them as

being on a continuum of similarity, going from very

dissimilar (e.g., a life satisfaction report versus a
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measure of the hormone cortisol) or very similar

(e.g., a self-report on a 5-point versus 7-point

scale). This approach is a starting point, but begs

the question of similar in what way, and another

question, similar along several dimensions or one?

Clearly the question of whether one has distinct

methods or not cannot be answered in an either-or

way, but we maintain that it can only be adequately

answered in reference to a theory of how the meas-

ures are produced and what aspects of the construct

they represent.

An example of how measures must be theory-

defined concepts comes from the work on happiness

of Ed Diener. In this arena many researchers have

used global questions about happiness, basically

asking people to rate how happy they have been

during the past year on a scale ranging from 1 to 10,

or similar questions. Other researchers ask respon-

dents globally how satisfied they are, or how satis-

fied they are with particular domains such as

marriage or work. In contrast, Kahneman (1999)

called for a focus on online measures in which peo-

ple's affective experience is sampled over time. In

our own studies, we find that these two types of

measures converge only moderately. People are only

modestly accurate at remembering their emotions in

global recall measures; yet we have argued that the

global measures are also important because they

may reflect what choices people will make in the

future. Furthermore, the global measures can be

used much more easily in large surveys and repre-

sent an overall assessment people make of their

lives. In other words, there are two types of meas-

ures of happiness that correlate at moderate levels,

and different scientists have argued for the priority

of each measurement method. If one takes a simple

multimethod approach, we should use both meth-

ods and consider the overlap between the two types

of measures to be true happiness. If one accepts the

advice offered by Roberts and his colleagues (chap.

22, this volume), a researcher might focus his or her

work on one type of measure and be content with

understanding it. We, however, take a third

approach—that understanding the two types of

measures, and when and how they relate, is crucial

to scientific understanding. Measure methods are

not theoretical nonentities; they are themselves the-

oretically important. Furthermore, measurement is

not a "mere" technical pursuit, but is inherently the-

oretical in nature. If we truly know how to measure

a thing, then we understand it. Thus, advances in

the behavioral sciences will be intimately tied to our

success in measuring our constructs.

Campbell and Fiske's (1959) classic work on

multimethod measurement was brilliant in alerting

us to the importance of using multiple methods to

assess our constructs. Over the years, however,

many researchers became disheartened with the

approach because the convergence between meas-

ures based on different methods was often modest.

Our book is a call for renewed interest in multiple

measures and methods. We view both the conver-

gences and divergences between measures to be

invaluable sources of information for scientists and

an opportunity to integrate theory and measure-

ment. The divergence between methods should not

be discouraging; it is one of the best levers we have

for understanding our phenomena. In addition,

every method has its peculiar shortcomings, and

the use of multiple methods with different limita-

tions can greatly aid in controlling measurement

artifacts. Furthermore, we believe that the use of

multiple methods is the major way to understand

and assess method variance. Our hope is that this

handbook serves to stimulate a new wave of

research that fully embraces multiple methods, and

that a revolution in sophisticated scientific knowl-

edge will ensue.
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